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1. Introduction

This document describes the procedures to configure third-party hardware and platform components that
make up Platform 6.5 configurable hardware components include HP ProLiant and Oracle rack mount
servers (RMS), HP ¢7000 enclosures with HP blade servers, HP and Cisco switches, and HP external
storage systems. Platform components include the firmware for various hardware components and the
Platform Management and Configuration (PMAC) application to provision and manage those components
when hosting feature applications.

Before executing any procedure in this document, power must be available to each component and all
network cabling must be in place.

The procedures in this document are not presented in any specific order. Each procedure describes a
discrete action. Application engineers need to reference individual procedures in their specific installation
and configuration procedures. The application documentation provides the proper sequencing of
procedures, application-specific supplemental steps, and passwords to use during the configuration.

1.1 References

For HP Blade and RMS firmware upgrades, Software Centric customers need the HP Solutions Firmware
Upgrade Pack, Software Centric Release Notes on https://docs.oracle.com/en/industries/communications
under Platform documentation. Beyond the minimum version specified for the Platform below, the
application dictates which Firmware Upgrade Packs to use.

[1] TPD Initial Product Manufacture Software Installation Procedure
[2] HP Solutions Firmware Upgrade Pack

The latest version is recommended if an upgrade is to be performed; otherwise, version 2.2.12 is the
minimum. This pack includes both documentation and firmware media. For HP G6 server models,
HP FUP 2.2.10 is the last HP FUP that provides support and is the minimum for G6 servers.

[3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

The latest version is recommended if an upgrade is performed; otherwise, version 2.2.12 is the
minimum. For HP G6 server models, HP FUP 2.2.10 is the last HP FUP that provides support and is
the minimum for G6 servers.

[4] Oracle Firmware Upgrade Pack Release Notes

The latest version is recommended if an upgrade is performed; otherwise, version 3.1.8 is the
minimum.

[5] Oracle Firmware Upgrade Pack Upgrade Guide, version 3.1.8.
[6] PMAC Incremental Upgrade Procedure, Release 6.5.
[71 PMAC Disaster Recovery, Release 6.5.

1.2 Acronyms

Table 1. Acronyms

Acronym Definition

BIOS Basic Input Output System
CA Certificate Authority

CSR Certificate Signing Request
DNS Domain Name System
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Acronym Definition

DSCP Differentiated Services Code Point, a form of QoS
DVD Digital Versatile Disc

EBIPA Enclosure Bay IP Addressing

FMA File Management Area

FQDN Fully Qualified Domain Name

FRU Field Replaceable Unit

HP c-Class HP blade server offering

HP FUP HP Firmware Upgrade Pack

iLO Integrated Lights Out remote management port
iLOM Integrated Lights Out Manager

IE Internet Explorer

IPM Initial Product Manufacture — the process of installing TPD on a hardware platform
MP Message Processing Server

MSA Modular Smart Array

NAPD Network Architecture Planning Diagram

NMS Network Management System

NO Network OAM&P Server

OA HP Onboard Administrator

OAM&P Operations, Administration, Maintenance, and Provisioning
(OF] Operating System (e.g. TPD)

osDC Oracle Software Delivery Cloud

PMAC Platform Management and Configuration

QOSs Quiality of Service

RMS Rack Mount Server

SAN Storage Area Network

SFTP Secure File Transfer Protocol

SNMP Simple Network Management Protocol

SO System OAM&P server

SSO Single Sign On

TPD Tekelec Platform Distribution

TVOE Tekelec Virtual Operating Environment

VSP Virtual Serial Port
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1.3 Terminology

Term Definition
Community An SNMP community string is a text string used to authenticate messages sent
String between a management station and a device (the SNMP agent). The community

string is included in every packet that is transmitted between the SNMP manager and
the SNMP agent.

Domain Name

A system for converting hostnames and domain names into IP addresses on the

System Internet or on local networks that use the TCP/IP protocol

Management An HP ProLiant DL 360/DL 380 or Oracle RMS that has physical connectivity required

Server to configure switches and may host the PMAC application or serve other configuration
purposes.

NetBackup Feature that provides support of the Symantec NetBackup client utility on an

Feature application server.

Non-Segregated
Network

Network interconnect where the control and management, or customer, networks use
the same physical network.

PMAC An application that supports platform-level capability to manage and provision platform
components of the system, so they can host applications.

Segregated Network interconnect where the control and management, or customer, networks use

Network separate physical networks.

Server A generic term to refer to a server, regardless of underlying hardware, be it physical

hardware or a virtual TVOE guest server.

Software Centric

A term used to differentiate between customers buying both hardware and software
from Oracle, and customers buying only software.

Virtual PMAC

Additional term for PMAC - used in networking procedures to distinguish activities
done on a PMAC guest and not the TVOE host running on the Management server.

1.4 How to Use this Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is as
a reference for disaster recovery procedures. When executing this document for either purpose, there
are a few points to help ensure the user understands the document’s intent. These points are as follows:

e Before beginning a procedure, completely read the instructional text (it displays immediately after the
section heading for each procedure) and all associated procedural WARNINGS or NOTES.

o Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural step fails to execute successfully, stop and contact Oracle’s Help Center for assistance
before attempting to continue. See Appendix O for information on contacting My Oracle Support (MOS).

Figure 1 shows an example of a procedural step used in this document.

e Any sub-steps within a step are referred to as step X.Y. The example in Figure 1 shows steps 1
through 3, and step 3.1.

e GUI menu items, action links, and buttons to be clicked on are in bold Arial font.

e GUI fields and values to take note of during a step are in bold Arial font.
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e Where it is necessary to identify the server explicitly on which a particular step is to be taken, the
server name is given in the title box for the step (for example, ServerX in step 2 Figure 1).

Each step has a checkbox the user should check to keep track of the progress of the procedure.
The Title column describes the operations to perform during that step.

Each command the user enters, and any response output, is formatted in 10-point
Courier font.

Title Directive/Result Step
1. | Change directory Change to the backout directory.
D $ cd /var/TKLC/backout
2. | ServerX: Connect | Establish a connection to the server using cu on the terminal server/console.
[ ]| to the console of S cu -1 /dev/ttyST
the server
3. | Verify Network View the Network Elements configuration data; verify the data; save and
[ 1| Element data print report.
Select Configuration > Network Elements to view Network Elements
Configuration screen.

Figure 1. Example of a Procedure Step Used in This Document

1.5 Locate Product Documentation on the Oracle Help Center Site

Oracle Communications customer documentation is available on the web at the Oracle Help Center
(OHC) site, http://docs.oracle.com. You do not have to register to access these documents. Viewing
these files requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1. Access the Oracle Help Center site at http://docs.oracle.com.
2. Click Industries.

3. Under the Oracle Communications subheading, click the Oracle Communications documentation
link.

The Communications Documentation page displays. Most products covered by these documentation
sets display under the headings "Network Session Delivery and Control Infrastructure" and
"Platforms."

4. Click on your Product and then the Release Number.
A list of the entire documentation set for the selected product and release displays.

5. To download a file to your location, right-click the PDF link, select Save target as (or similar
command based on your browser), and save to a local folder.

2. Acquiring Firmware

Several procedures in this document pertain to the upgrading of firmware on various servers and
hardware devices that are part of the Platform configuration.

Platform servers and devices requiring possible firmware updates are:
e HP c7000 Blade System Enclosure Components:

e  Onboard Administrator
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e 1Gb Ethernet Pass-Thru Module
e Cisco 3020 Enclosure Switches
e HP6120XG Enclosure Switches
e HP6125G Enclosure Switches
e HP6125XLG Enclosure Switches
e Brocade Fibre Channel Switches
e Blade Servers (BL460/BL620)
e HP Rack Mount Servers (DL360 / DL380)
e Oracle Rack Mount Servers
e HP External Storage Systems
e MSA 2012fc
e D2200sh (Storage Blade)
o D2220sb (Storage Blade)
e D2700
e P2000
e Cisco 4948/4948E/4948E-F Rack Mount Network Switches
e Cisco 9372TX-E Rack Mount Network Switches

21 HP

Software Centric Customers do not receive firmware upgrades through Oracle. Instead, refer to the HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes on http://docs.oracle.com at
Industries > Communications > Platforms > Tekelec.

For customers who purchased their hardware through Oracle, or previously Tekelec, the required
firmware and documentation for upgrading the firmware on HP hardware systems and related
components are distributed as the HP Solutions Firmware Upgrade Pack 2.2.12.

The minimum firmware release required for PMAC 6.5 is HP Solutions Firmware Upgrade Pack 2.2.12.
For HP G6 server models, HP FUP 2.2.10 is the last HP FUP that provides support and is the minimum
for G6 servers.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation, which are used to upgrade HP firmware. The two pieces of required documentation
provided in the HP Solutions Firmware Upgrade Pack 2.x.x releases are:

e HP Solutions Firmware Upgrade Pack Upgrade Guide
e HP Solutions Firmware Upgrade Pack Release Notes

The two pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack 2.2.12
releases are:

e HP Service Pack for ProLiant (SPP) firmware 1SO image
e HP MISC Firmware 1SO image

o Refer to the [4] Oracle Firmware Upgrade Pack Release Notes
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2.2 Oracle Rack Mount Server

The Oracle Firmware Upgrade Pack (FUP) consists of documentation used to assist in the upgrading of
Oracle rack mount servers. The pack consists of an Upgrade Guide and Release Notes. The current
minimum supported firmware release for PMAC 6.5 is 3.1.8. However, if a firmware update is required, it
is recommended to use the latest available release. Firmware components can be downloaded from My
Oracle Support at https://support.oracle.com. Refer to the appropriate FUP Release Notes for directions
on how to acquire the firmware.

3. Network Procedures

3.1 Configure netConfig Repository
This procedure configures the netConfig repository for all required services and for each switch to be
configured.
Prerequisites:
e 8.1 IPM Management Server
e If the PMAC is included in the installation:
e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network
e 9.3 Deploy PMAC Guest
e 0.4 SetUp PMAC

At any time, you can view the contents of the netConfig repository by using one of the following
commands:

e For switches, use the command:

sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
e For services, use the command:

sudo /usr/TKLC/plat/bin/netConfig --repo listServices

Users returning to this procedure after initial installation should run the above commands and note any
devices and/or services that have already been configured. Duplicate entries cannot be added; if
changes to a device repository entry are required, use the editbevice command. If changesto a
services repository entry are necessary, you must delete the original entry first and then add the service
again.

IPv4 and IPv6

Platform now supports configuration using IPv4 or IPv6 addresses through netConfig. Wherever IP
addresses are required for networking procedures in section 3.1, IPv4 or IPv6 may be used. Commands
such as ping or ssh may also be used in these procedures, where for IPv6 cases may need to be pingé
or ssh -6 as needed.

Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment, while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.

Page | 16 E91175-01



Platform 6.5 Configuration Guide

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value
<management_server_iLO_IP>
<management_server_mgmt_IP_address>
<netConfig_server_mgmt_IP_address>
<switch_backup_user> admusr

<switch_backup_user_password>
See application documentation

<serial console type>

U=USB, c=PCle

For the first aggregation switch (4948, 4948E, or 4948E-F), fill in the appropriate value for this site:

Variable

Value

<switch_hostname>

From NAPD or output from 1istDevices
command

<device_model>

<console_name>

<switch_console_password>
See referring application documentation

<switch_platform_username>

<switch_platform_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<switch_mgmt_IP_address>
CIDR format

<switch_mgmt_netmask>

<mgmt_VLAN_ID>

<control_VLAN_ID>

<lOS_filename>

<IP_version>
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For the second aggregation switch (4948, 4948E, or 4948E-F), fill in the appropriate value for this site:

Variable Value

<switch_hostname>

<device_model>

<console_name>

<switch_console_password>
See referring application documentation

<switch_platform_username>

<switch_platform_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<switch_mgmt_IP_address>

<switch_mgmt_netmask>

<mgmt_VLAN_ID>
Value gathered from NAPD

<control_VLAN_ID>

<IOS _filename>

<IP_version>

For each enclosure switch (6120XG, 6125G, 6125XLG, or 3020), fill in the appropriate value for this site
(make as many copies of this table as needed).

Variable Value

<switch_hostname>

<enclosure_switch_IP>

<switch_platform_username>

<switch_platform_password>

<switch_enable_password>
See referring application documentation

<io_bay>

<OAl_enX_ IP_address> X=the enclosure #

<OA_password>

<FW_image>
FW file used in firmware upgrade/switch
replacement/or initial install

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 1. Configure netConfig Repository

Step | Procedure Result
1. Management Log into the management server iLO on the remote using the password
[] Server iLO: provided by the application following Appendix E.1 Access a Server Console
Login Remotely.
2. Management If the installation is not designed for a virtual PMAC, skip to the next step.
[] SﬁrVE“ Pre- If there is a virtual PMAC, log into the console.
chec

1. Verify virtual PMAC installation by issuing the following commands as
admusr on the management server:
$ sudo /usr/bin/virsh list --all
Id _Name _____State

6 vm-pmaclA running

2. If this command provides no output, it is likely that a virtual instance of
PMAC is not installed.

e If thereis a virtual PMAC, log into the console of the virtual PMAC.

¢ If the installation is not designed for a virtual PMAC, skip to the next
step.

3. From the management server, log into the console of the virtual PMAC
instance found above.

Example:

$ sudo /usr/bin/virsh console vm-pmaclA

Connected to domain vm-pmaclA

Escape character is "]

<Press ENTER key>

CentOS release 6.2 (Final)

Kernel 2.6.32-220.7.1.el6prerel6.0.0 80.13.0.x86 64 on an

x86 64
If the root user is already logged in, log out and log back in as admusr.
[root@pmac ~]# logout

vm-pmaclA login: admusr
Password:
Last login: Fri May 25 16:39:04 on ttyS4

e If this command fails, it is likely that a virtual instance of PMAC is not
installed.

e If this is unexpected, refer to application documentation or My Oracle
Support (MOS).
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Procedure 1. Configure netConfig Repository

Step | Procedure Result
3. netConfig Make sure the switch templates directory exists.
] Server: Check $ /bin/ls -i /usr/TKLC/smac/etc/switch/xml

switch templates

. If the command returns an error:
directory

ls: cannot access /usr/TKLC/smac/etc/switch/xml/: No such

file or directory
Create the directory:

$ sudo /bin/mkdir -p /usr/TKLC/smac/etc/switch/xml
Change directory permissions:

$ sudo /bin/chmod go+rx /usr/TKLC/smac/etc/switch/xml
Change directory ownership:

$ sudo /bin/chown -R pmacd:pmacbackup
/usr/TKLC/smac/etc/switch
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4, netConfig 1. Use netConfig to create a repository entry that uses the ssh service. This
[] Server: Set up command provides the user with several prompts. Modify the prompts
netConfig with <variables> as the answers, which are site specific. The other

repository with
ssh information

prompts, which do not have a <variable> shown as the answer, must be
entered EXACTLY as they are shown here.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=ssh service

Service type? (tftp, ssh, conserver, oa) ssh

Service host? <netConfig server mgmt IP address>

Enter an option name <g to cancel>: user

Enter the value for user: <switch backup user>

Enter an option name <g to cancel>: password

Enter the value for password: <switch backup user password>
Verify Password: <switch backup user password>

Enter an option name <g to cancel>: g

Add service for ssh service successful

[admusr@minilab-pmac-1~]$ sudo netConfig --repo addService
name=ssh service

Service type? (dhcp, oa, oobm, ssh, tftp, conserver) ssh
Service host? 1.2.3.4

Enter the value for user: admusr

Enter the value for password: <admusr password>

Verify Password: <admusr password>

Add service for ssh service successful

To ensure you entered the information correctly, use the following

command and inspect the output, which is similar to the one shown
below.

$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=ssh service

Service Name: ssh service

Type: ssh
Host: 10.250.8.4
Options:

password: C20F7D639AETE7

user: admusr
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5. netConfig Note: If there are no new Cisco (3020, 4948, 4948E or 4948E-F) switches
[] Server: Setup to be configured, go to the next step.
netCo_?ﬁg ith Use netConfig to create a repository entry that uses the tftp service. This
fI_er_Ic_);' ory wi command provides the user with several prompts. The prompts shown with
inf i <variables> as the answers are site specific that the user MUST modify.
information Other prompts that do not have a <variable> shown as the answer must be
entered EXACTLY as they are shown here.
e For a PMAC system:
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=tftp service
Service type? [dhcp, oa, oobm, ssh, tftp, conserver] tftp
Service host? <netConfig server mgmt IP address>
Directory on host? /var/TKLC/smac/image/
Add service for tftp service successful
e For a non-PMAC system:
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=tftp service
Service type? [tftp, ssh, conserver, oa] tftp
Service host? <netConfig server mgmt IP address>
Directory on host? /var/lib/tftpboot/
Add service for tftp service successful
6. netConfig Note: If there are no new HP 6125G/6125XLG/6120XG switches to
] Server: Setup configure, go to the next step.
netConfig

repository with
OA information

Use netConfig to create a repository entry that uses the OA service. This
command provides the user with several prompts. The prompts shown with
<variables> as the answers are site specific that the user MUST modify.
Other prompts that do not have a <variable> shown as the answer must be
entered EXACTLY as they are shown here.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=oa_service en<enclosure #>

Service type? [dhcp, oa, oobm, ssh, tftp, conserver]? oa
Primary OA IP? <OAl enX ip address>

Secondary OA IP? <OA2 enX ip address>

OA username? root

OA password? password

Verify password:<OA password>

Add service for oa_ service successful
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Step | Procedure Result
7. netConfig $ sudo /usr/TKLC/plat/bin/conserverSetup —-<serial console type>
] Server: Run -s <management server mgmt IP address>
conserverSetup | You are asked for the platcfg credentials.
command

Example:

[admusr@vm-pmaclA]$ sudo /usr/TKLC/plat/bin/conserverSetup -u -
s <management server mgmt IP address>

Enter your platcfg username, followed by [ENTER]:platcfg

Enter your platcfg password, followed by
[ENTER] :<platcfg password>

Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: PMAC
Base Distro Release: 7.0.0.0.0 86.1.0
Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: TVOE
Base Distro Release: 7.0.0.0.0 86.2.0

Configuring switch 'switchlA console' console
server...Configured.

Configuring switch 'switchBA console' console
server...Configured.

Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting entry
for:

Service Name: console service
Type: conserver
Host: <management server mgmt IP address>
...Configured.
Slave interfaces for bondO:
bond0 interface: ethOl

bond0 interface: eth02

e If this command fails, contact My Oracle Support (MOS).

e Verify the output of the script.

e Verify your Product Release is based on Tekelec Platform 7.4.

¢ Note the slave interface names of bond interfaces
(<ethernet_interface_1> and <ethernet_interface_2>) for use in
subsequent steps.
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Procedure 1.

Configure netConfig Repository

Step | Procedure Result
8. netConfig Note: If this is a Software Centric deployment, skip this step and proceed to
[] | Server: Mount step 9.
the HP Misc . .
Firmware 1SO $ sudo /bin/mount -o loop /var/TKLC/upgrade/<misc ISO>
/mnt/upgrade
Example:
$ sudo /bin/mount -o loop /var/TKLC/upgrade/872-2161-113-
2.1.10 10.26.0.1iso/mnt/upgrade
9. netConfig Note: If there are no Cisco switches, skip to the next step.
[] | Server: Copy _ .
Cisco switch Copy Cisco switch FW to the tftp directory.

Note: If this is a Software Centric deployment, the customer must place the
FW files for the Cisco switches (C3020, 4948/E/E-F) into the tftp
directory listed below. Otherwise, perform the commands to copy the
file from the FW ISO.

For each Cisco switch model (C3020, 4948/E/E-F) present in the solution,
copy the FW identified by <rw_image> in the aggregation switch variable
table (4948) or enclosure switch variable table (C3020) to the tftp service
directory and change the permissions of the file:
e For a PMAC system:

<tftp directory> = /var/TKLC/smac/image/
e For anon-PMAC system:

<tftp directory> = /var/lib/tftpboot/

$ sudo /bin/cp /mnt/upgrade/files/<FW image>
<tftp directory>

$ sudo /bin/chmod 644 <tftp directory>/<FW_image>
Example:

$ sudo /bin/cp /mnt/upgrade/files/cat4500e-entservicesk9-

mz.122-54.X0.bin /var/TKLC/smac/image/

$ sudo /bin/chmod 644 /var/TKLC/smac/image/cat4500e-
entservicesk9-mz.122-54.X0.bin
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10. | netConfig Note: If there are no HP switches, skip to the next step.
[] Server: Copy _ _
HP switch Copy HP switch FW to the ssh directory
Note: If this is a Software Centric deployment, the customer must place the
FW files for the HP switches into the ssh directory listed below.
Otherwise, perform the commands to copy the file from the FW 1SO.
For each HP switch model (HP6125G/XLG, HP6120XG) present in the
solution, copy the FW identified by <Fw_image> in the enclosure switch
variable tables to the ssh _service directory and change the permissions of
the file:
$ sudo /bin/cp /mnt/upgrade/files/<FW_image>
~<switch backup user>/
$ sudo /bin/chmod 644 ~<switch backup user>/<FW image>
Example:
$ sudo /bin/cp /mnt/upgrade/files/Z 14 37.swi ~admusr/
$ sudo /bin/chmod 644 ~admusr/Z 14 37.swi
11. netConfig $ sudo /bin/unmount /mnt/upgrade
[] Server:
Unmount ISO
12. | netConfig Note: If there are no new aggregation switches to configure, go to the next
[] | Server: Setup step.
netConfig

repository with
aggregation
switch
information

Use netConfig to create a repository entry for each switch. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e The <device_model> can be 4948, 4948E, or 4948E-F depending on the
model of the device. If you do not know, stop now and contact My Oracle
Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco
Device Model? <device model>

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?: <switch mgmt IP address>

Is the management interface a port or a vlan? [vlan]: [Enter]

What is the VLAN ID of the management VLAN? [2]:

[management] :

[mgmt vlanID]

What is the name of the management VLAN? [Enter]

What switchport connects to the management server? [GE40]:

[Enter]

What is the switchport mode (access|trunk)
server port? [trunk]: [Enter]

for the management

What are the allowed vlans for the management server port?
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[1,2]: <control vlanID>, <mgmt vlanID>

Enter the name of the firmware file [cat4500e-entservicesk9-
mz.122-54.X0.bin]: <IOS filename>

Firmware file to be used in upgrade: <IOS filename>

Enter the name of the upgrade file transfer service:
tftp service

File transfer service to be used in upgrade: tftp service
Should the init oob adapter be added (y/n)? y
Adding consolelnit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
console service

What is the name of the console for OOB access? <console name>

What is the platform access username?
<switch platform username>

What is the device console password? <switch console password>
Verify password: <switch console password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: console service

Device named <switch hostname> successfully added.

To check you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:

$ sudo /usr/TKLC/plat/bin/netConfig —--repo showDevice
name=<switch hostname>

Device: <switch hostname>
Vendor: Cisco
Model: <device model>
FW Ver: 0
FWW Filename: <IOS image>

FW Service: tftp service
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Initialization Management Options
mgmtIP: <switch mgmt IP address>
mgmtInt: vlan
mgmtVlan: <mgmt vlanID>
mgmtVlanName: management
interface: GE40
mode: trunk
allowedVlans: <control vlanID>, <mgmt vlanID>
Access: Network: <switch mgmt IP address>
Access: OOB:
Service: console service
Console: <console name>
Init Protocol Configured
Live Protocol Configured
Repeat this step for each 4948/4948E/4948 E-F, using appropriate values for
those switches.
13. | netConfig Notes:
[] Server: Setup
netConfig e If there are no new 3020s to be configured, go to the next step.
repository with e The Cisco 3020 is not compatible with IPv6 management configuration.
3020 switch
information Use netConfig to create a repository entry for each 3020. This command

provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop now and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco
Device Model? 3020
What is the management address? <enclosure switch ip>

Enter the name of the firmware file [cbs30x0-ipbasek9-tar.122-
58.SEl.tar]: <FW_ image>

Firmware file to be used in upgrade: <IOS image>

Enter the name of the upgrade file transfer service:
<tftp service>

File transfer service to be used in the upgrade: <tftp service>
Should the init network adapter be added (y/n)? y

Adding netBootInit protocol for <switch hostname> using
network. ..
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Procedure

Result

Network device access already set: <enclosure switch ip>

What is the platform access username?
<switch platform username>

What is the platform user password? <switch platform password>

Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>

Should the init file adapter be added (y/n)? vy

Adding netBootInit protocol for <switch hostname> using file...

What is the name of the service used for TFTP access?
tftp service

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...

Network device access already set: <enclosure switch ip>

Device named <switch hostname> successfully added.

To check you entered the information correctly, use the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown below.

$ sudo /usr/TKLC/plat/bin/netConfig —--repo showDevice
name=<switch hostname>

Device: <switch hostname>

Vendor: Cisco
Model: <device model>
FW Ver: 0

FWW Filename: <FW image>

FWW Service: tftp service

Access: Network: <enclosure switch IP>

Init Protocol Configured

Live Protocol Configured

Repeat this step for each 3020, using appropriate values for those 3020s.

Note:

If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. or the ssh_service, it
is the user's home directory. For tftp_service, it is normally
Ivar/[TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

netConfig
Server: Setup
netConfig

Note:

If there are no 6120XGs to be configured, stop and continue with the
appropriate switch configuration procedure.
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repository with
HP 6120XG
switch
information

Use netConfig to create a repository entry for each 6120XG. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop how and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
Device Model? 6120

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?: <switch mgmt IP address>

Enter the name of the firmware file [Z 14 37.swi]: <FW_image>
Firmware file to be used in upgrade: <FW_ image>

Enter the name of the upgrade file transfer service:
ssh _service

File transfer service to be used in upgrade: ssh service
Should the init oob adapter be added (y/n)? y
Adding consoleInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure #>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>

What is the device console password? <switch platform password>
Verify password: <switch platform password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? vy

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added

The image is being unpacked and validated. This takes approximately 4

Page | 29

E91175-01




Platform 6.5 Configuration Guide

Procedure 1.

Configure netConfig Repository

Step | Procedure Result
minutes. Once the unpacking, validation, and rebooting have completed, you
are returned to the normal prompt. Proceed with the next step.
To verify you entered the information correctly, use the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>
and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>
Device: <switch hostname>
Vendor: HP
Model: 6120
FW Ver: 0
FWW Filename: <FW_ image>
FWW Service: ssh service
Initialization Management Options
mgmtIP: <enclosure switch IP>
Access: Network: <enclosure switch IP>
Access: OOB:
Service: oa_service
Console: <console name>
Init Protocol Configured
Live Protocol Configured
Repeat this step for each 6120, using appropriate values for those 6120s.
Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. For the ssh_service,
it is the user's home directory. For tftp_service, it is normally

/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

15. | netConfig Note: If there are no 6125Gs to be configured, stop and continue with the
[] Setrc\:/er:f' Set up appropriate switch configuration procedure.
P:positnolr%, with Use netConfig to create a repository entry for each 6125G. This command
HP 6125G provides the user with several prompts. The prompts shown with <variables>
switch as the answers are site specific that the user MUST modify. Other prompts
information that do not have a <variable> shown as the answer must be entered

EXACTLY as they are shown here.

e If you do not know any of the required answers, stop how and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
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Device Model? 6125

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management? <switch mgmt IP address>

Enter the name of the firmware file [6125-CMW520-R2105.bin]:
<FW_ image>

Firmware file to be used in upgrade: <FW image>

Enter the name of the upgrade file transfer service:
ssh service

Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure #>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>

What is the device console password? <switch platform password>
Verify password: <switch platform password>
What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added.

Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. For the ssh_service,
it is the user's home directory. For tftp_service, it is normally
/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

To verify you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
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name=<switch hostname>

Device: <switch hostname>
Vendor: HP

Model: 6125

FW Ver: O

FWW Filename: <FW_ image>
FWW Service: ssh service
Access: Network: <enclosure switch IP>
Access: OOB:

Service: oa_ service
Console: <io bay>

Init Protocol Configured

Live Protocol Configured

netConfig
Server: Setup
netConfig
repository with
HP 6125XLG
switch
information

Note: If there are no 6125XLGs to be configured, stop and continue with the
appropriate switch configuration procedure.

Use netConfig to create a repository entry for each 6125XLG. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

¢ If you do not know any of the required answers, stop now and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
Device Model? 6125XLG

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?: <switch mgmt IP address>

Enter the name of the firmware file [6125XLG-CMW710-R2403.1ipe]:
<FW_image>

Firmware file to be used in upgrade: <FW_image>

Enter the name of the upgrade file transfer service:
ssh service

File transfer service to be used in upgrade: ssh service
Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure#>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>
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What is the device console password? <switch platform password>
Verify password: <switch platform password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? vy

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added

Note: If you receive the WARNING below, it means the <FW_image> is not
found in the directory named in the FW Service. For the ssh_service,
it is the user's home directory. For tftp_service, it is normally
/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

To verify you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

Device: <switch hostname>
Vendor: HP
Model: 6125XLG
FW Ver: O
FWW Filename: <FW_ image>
FW Service: ssh service
Access: Network: <enclosure switch IP>
Access: OOB:
Service: oa_ service
Console: <io bay>

Init Protocol Configured
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3.2 Aggregation Switch — netConfig Procedures

3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC

Installed) (netConfig)

This procedure configures 4948/4948E/4948E-F switches with an appropriate I0S and configuration from
a single management server and virtual PMAC for use with the c-Class or RMS platform.

Prerequisites:

9.1 Install TVOE on the Management Server
9.2 Configure TVOE Network

9.3 Deploy PMAC Guest

9.4 Set Up PMAC

Application management network interfaces must be configured on the management servers before
executing this procedure.

Application username and password for creating switch backups must be configured on the
management server before executing this procedure.
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Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_platform_username>
See referring application documentation

<switch_platform_password>

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_server_mgmt_IP_address>

<pmac_mgmt_IP_address>

<switch_mgmtVLAN_ID>

<switchlA_mgmtVLAN_IP_address>

<mgmt_Vlan_subnet_ID>

<netmask>

<switch1B_mgmtVLAN_IP_address>

<switch_Internal_VLAN_list>

<management_server_mgmtinterface>

<management_server_iLO_IP>

<customer_supplied_ntp_server_address>

<platcfg_password>
Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation
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Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Uplinks must be disconnected from the customer network before executing this procedure. One of
the steps in this procedure instructs when to reconnect these uplink cables. Refer to the application
appropriate schematic or procedure for determining which cables are used for customer uplink.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result

1. Virtual Determine if the 10S image for the 4948/4948E/4948E-F is on the PMAC.

[ PMAC: Ve_rify $ /bin/ls -i /var/TKLC/smac/image/<IOS image file>
IOSthlmagetls If the file exists, skip the remainder of this step and continue with the next step.
onthe System | it the file does not exist, copy the file from the firmware media and ensure the

file is specified by [3] HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes.
2. Virtual Enable the DEVICE.NETWORK.NETBOOT feature with the management role
[] PMAC: to allow tftp traffic:
Modify P&C $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --
feature to featureName=DEVICE.NETWORK.NETBOOT --enable=1
allow TFTP

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

Note: Ignore the sentry restart instructions.

Note: This may take up to 60 seconds to complete.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
3. Virtual PMAC | Exit from the virtual PMAC console, by pressing Ctrl-] and you are returned to
] > the server prompt.
Manag.ement Ensure the interface of the server connected to switch1A is the only interface up
Server: and obtain the IP address of the management server management interface by
Manipulate performing the following commands:
Bﬁi;;gﬁver $ sudo /sbin/ifup <ethernet interface 1>
interfaces $ sudo /sbin/ifdown <ethernet interface 2>
$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
$ sudo /usr/bin/virsh console vm-pmaclA
Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console X or from the virsh utility virsh # console x command and
you get garbage characters or output is not correct, then more than
likely there is a stuck virsh console command already being run on the
TVOE host. Exit the virsh console, and run ps -ef |grep virsh, then
kill the existing process $ sudo kill -9 <pID>. Execute the $ sudo
virsh console X command again. Your console session should now
run as expected.
4. Management | Note: ROM and PROM are intended to have the same meaning for this
[ |Server: procedure.
Determine if ] .
switch1A Connect to switch1A and check the PROM version.
PROM Connect serially to switch1A by issuing the following command.
upgrgdels $ sudo /usr/bin/console -M <management server mgmt ip address>
required -1 platcfg switchlA console
Enter platcfglpmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact My Oracle Support (MOS).
Note the I0S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.
Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1A.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
5. Virtual Extract the configuration files from the ZIP file copied in 9. of Procedure 1.
] PMAC: $ cd /usr/TKLC/smac/etc
EXtI’f;lCt . $ sudo unzip DSR NetConfig Templates.zip
ﬁloer:clguratlon $ sudo chown -R admusr.admgrp DSR NetConfig Templates
This creates a directory called DSR_NetConfig_Templates, which contains the
configuration files for all the supported deployments. Copy the necessary init
file from init/Aggregation and the necessary config files from config/TopoX
(where X refers to the appropriate topology) using the following commands.
Make sure to replace X with the appropriate Topology number.
Note: The following workaround is needed:
Remove the double right brackets for:
DSR_NetConfig_Templates/Topol_L2/4948E-F_L2_configure.xml:
<option name="type">access</option>>
DSR_NetConfig_Templates/Topo4/6125XLG_Pair-
2_template_configure.xml: <!-- Multiple VLANs can be entered by
stringing the VLANS in the setAllowedVlans option, i.e., 1-5 or 1,2,3,4,5
—->>
DSR_NetConfig_Templates/Topol L3/3020_template_configure.xml:
<!-- 'mode’ is required on Cisco when adding interfaces -->>
Replace <configure> with <configure apiVersion="1.1"> within:
DSR_NetConfig_Templates/utility/addQOS _trafficeTemplate_6120XG.
xml
# sudo cp DSR NetConfig Templates/init/Aggregation/*
/usr/TKLC/smac/etc/switch/xml/
# sudo cp DSR NetConfig Templates/config/TopoX/*
/usr/TKLC/smac/etc/switch/xml/
6. Management | Modify switchlA 4948 4948E_init.xml and switch1B_ 4948 4948E _init.xml files
[] Server: for information needed to initialize the switch.
Modify Update the init.xml files for all values preceded by a dollar sign. For example, if
switchlA_494 | 5 yalue has $some variable name, that value is modified and the dollar sign
8_3948E.xm| must be removed during the modification.
an . . .
switch1B_494 When done editing the file, save and exit to return to the command prompt.
8_4948E.xml
7. Management | Modify 4948E-F_configure.xml for information needed to configure the
[] Server: switches.
Modify 4948E- | ypdate the configure.xml file for all values preceded by a dollar sign. For

F_configure.x
ml

example, if a value has ssome _variable name, that value is modified and the
dollar sign must be removed during the modification.

When done editing the file, save and exit to return to the command prompt.

Note: For IPv6 Configurations, IPv6 over NTP is NOT currently supported on
the Cisco 4948E-F aggregation switches. This function must be
configured for IPv4.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
8. Management | Initialize switch1lA by issuing the following command:
[} Server: $ sudo /usr/TKLC/plat/bin/netConfig --
Initialize file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
switch1A 1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
9. Management | Verify the switch is using the proper IOS image per Platform version by issuing
[] Server: Verify | the following commands:
I0S image $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware
Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
10. Virtual PMAC | Exit from the virtual PMAC console, by pressing Ctrl-] and you are returned to
U] > the server prompt.
Manag'ement Ensure the interface of the server connected to switch1B is the only interface up
Server: and obtain the IP address of the management server management interface by
Manipulate performing the following commands:
Bg;;;irer $ sudo /sbin/ifup <ethernet interface 1>
interfaces $ sudo /sbin/ifdown <ethernet interface 2>

$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
Connect to the Virtual PMAC by logging into the console of the virtual PMAC
instance found in 2. of Procedure 1.
$ sudo /usr/bin/virsh console vm-pmaclA

Note: On a TVOE host, if you open the virsh console, for example, $ sudo
/usr/bin/virsh console x or from the virsh utility virsh # console
x command and you get garbage characters or the output is not
correct, then there is likely a stuck virsh console command already
being run on the TVOE host. Exit out of the virsh console, run ps -ef
lgrep virsh, and then kill the existing process, run ki1l -9 <PID>.
Then execute the virsh console x command. Your console session
should now run as expected.
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step

Procedure

Result

11,
[

Management
Server:
Determine if
switch1B
PROM
upgrade is
required

ROM AND PROM are intended to have the same meaning for this
procedure.

Note:

Connect to switch1lA and check the PROM version.

Connect serially to switch1A by issuing the following command.

$ sudo /usr/bin/console -M <management server mgmt ip address>
-1 platcfg switchlA console

Enter platcfglpmac5000101's password: <platcfg password>
[Enter “"Ec?' for help]
Press Enter

Switch> show version | include ROM
ROM: 12.2(31r)SGAl

System returned to ROM by reload

Note: If the console command fails, contact My Oracle Support (MOS).

Note the 10S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.

Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1B.

Virtual
PMAC:
Initialize

Initialize switch1B by issuing the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).

A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB

Virtual
PMAC: Verify
I0S image

Verify the switch is using the proper 10S image per Platform version by issuing
the following commands:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

122-54.X0

entservicesk9

Version:
License:
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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Procedure 2.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
14, Virtual Modify PMAC Feature to disable TFTP.
[] | PMAC: Disable the DEVICE.NETWORK.NETBOOT feature.
Disable TFTP $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --
featureName=DEVICE.NETWORK.NETBOOT --enable=0
$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures
Note: This may take up to 60 seconds to complete.
15. Virtual Configure both switches by issuing the following command:
D PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Configure both file=/usr/TKLC/smac/etc/switch/xml/4948 4948E configure.xml
switches Processing file:
/usr/TKLC/smac/etc/switch/xml1/4948 4948E configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns the user to the prompt.
16. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.
Ensure Ensure the interfaces of the server connected to switch1A and switch1B are up
interface are by performing the following commands:
enabled on $ sudo /sbin/ifup <ethernet interface 1>
the TVOE host . -, -
$ sudo /sbin/ifup <ethernet interface 2>
17. Cabinet: Attach switch1A customer uplink cables. Refer to application documentation for
] Connect which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
18. Virtual Verify connectivity to the customer network by issuing the following command:
[ PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
CUStomker 64 bytes from ntpserverl (10.250.32.51): icmp seqg=0 ttl=62
networ time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1 ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seqg=2 ttl=62
time=0.152 ms
19. Cabinet: Attach switch1B customer uplink cables and detach switch1A customer uplink
[] Connect cables. Refer to application documentation for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
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Procedure 2. Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result

20. Virtual Verify connectivity to the customer network by issuing the following command:
[] PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
customer 64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
network time=0.150 ms -

64 bytes from ntpserverl (10.250.32.51): icmp seg=1l ttl=62
time=0.223 ms

64 bytes from ntpserverl (10.250.32.51): icmp seqg=2 ttl=62
time=0.152 ms

21. Cabinet: Re-attach switch1A customer uplink cables. Refer to application documentation
[] Connect for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network

22. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.

Restore the Restore the server networking back to original state:
TVOE host 5 . .
. sudo /sbin/service network restart
back to its
original state
23. Back up Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
] switch and/or | Cisco 3020 Enclosure Switch (netConfig) for each switch configured in this
enclosure procedure.
switch

3.2.2 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (RMS System,
No PMAC Installed) (netConfig)

This procedure configures 4948/4948E/4948E-F switches with an appropriate |I0OS and configuration from
two management servers for use with the rack mount server platform.

This procedure assumes a Platform 7.5 interconnect. If the system being configured follows a different
platform interconnect, then follow the appropriate platform procedures.

Prerequisites:
e 3.1 Configure netConfig Repository
e 8.1 IPM Management Server

e Application management network interfaces must be configured on the management servers before
executing this procedure.

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

e netConfig is installed
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Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_platform_username>
See referring application documentation

<switch_platform_password>

<switch_console_password>

<switch_enable_password>

<mgmt._network>
The management network in CIDR format

<management_server_mgmt_IP_address>

<pmac_mgmt_IP_address>

<switch_mgmtVLAN_ID>

<switchlA_mgmtVLAN_IP_address>

<mgmt_Vlan_subnet_ID>

<netmask>

<switch1B_mgmtVLAN_IP_address>

<switch_Internal_VLAN_list>

<management_server_mgmtinterface>

<management_server_iLO_IP>

<customer_supplied_ntp_server_address>

<platcfg_password>
Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation
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Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Uplinks must be disconnected from the customer network before executing this procedure. One of
the steps in this procedure instructs when to reconnect these uplink cables. Refer to the application
appropriate schematic or procedure for determining which cables are used for customer uplink.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
1. Virtual Determine if the 10S image for the 4948/4948E/4948E-F is on the PMAC.
[] PMAC: Verify | s /bin/1s -i /var/TKLC/smac/image/<IOS_image file>
IOS image is , . . . . . .
on the system If the file exists, skip the remainder of this step and continue with the next step.
If the file does not exist, copy the file from the firmware media and ensure the
file is specified by [3] HP Solutions Firmware Upgrade Pack, Software Centric
Release Notes.
2. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --ns=Xinetd
D Server: startXinetdService service tftp
Enable tftp on ]
the system for Login on Remote: platcfg
tftp transfer of | Password of platcfg: <platcfg password>
I0S upgrade 1
file
$ sudo iptablesAdm insert --type=rule --protocol=ipv4d --
domain=10platnet --
table=filter --chain=INPUT --persist=yes --match="-s
<mgmt network> -p udp --
dport 69 -j ACCEPT" --location=1
3. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --chain=INPUT
[I Server: --domain=10platnet --table=filter

Verify firewall
is configured

Persist Domain Table Chain Match

Yes l0platnet filter INPUT -s <mgmt network> -p udp -dport 69
-j ACCEPT
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
4, Management | Ensure the interface of the server connected to switch1A is the only interface
[] Server: up and obtain the IP address of the management server management interface
Manipulate by performing the following commands:
host server $ sudo /sbin/ifup <ethernet interface 1>
physical $ sudo /sbin/ifdown <ethernet interface 2>
interfaces S sudo /sbin/i dd h < n t N tInterface> |
P a r snow managemen _server_mgm
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>
$ sudo /usr/bin/virsh console vm-pmaclA
Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console x or from the virsh utility virsh # console x command and
you get garbage characters or output is not correct, then more than
likely there is a stuck virsh console command already being run on the
TVOE host. Exit the virsh console, and run ps -ef |grep virsh, then
kill the existing process $ sudo kill -9 <PID>. Execute the $ sudo
virsh console X command again. Your console session should now
run as expected.
S. Management | Note: ROM and PROM are intended to have the same meaning for this
[] | Server: procedure.
Determine if
switch1A Connect to switch1A and check the PROM version.
PROM Connect serially to switch1A by issuing the following command.
upgrade is $ sudo /usr/bin/console -M <management server mgmt ip address>
required -1 platcfg switchlA console

Enter platcfg@pmac5000101's password: <platcfg password>
[Enter “"Ec?' for help]
Press Enter

Switch> show version | include ROM
ROM: 12.2(31r)SGAl

System returned to ROM by reload

Note: If the console command fails, contact My Oracle Support (MOS).

Note the 10S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.

Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1A.
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
6. Management | Verify the initialization template xml files are in existence on the management
[] Server: server and are the correct versions for the system. If no template file is
Verify the present, copy the files from application media.
initialization 1. Verify the initialization xml template files and configuration xml template file
template xml are present on the system.
files care the
correct $ sudo /bin/more
- /usr/TKLC/plat/etc/switch/xml/switchlA 4948 4948E init.xml
versions - - -
$ sudo /bin/more
/usr/TKLC/plat/etc/switch/xml/switchlB 4948 4948E init.xml
$ sudo /bin/more
/usr/TKLC/plat/etc/switch/xml1/4948 4948E configure.xml
If the files do not exist, copy the files onto the management server from the
application media using application provided procedures.
2. Verify the xml template files are of the correct version for the system.
Ensure the version reported in the following command matches the
apiVersion reported in the <configure apiVersion="x.y"> tag at the
beginning of each file.
$ sudo /usr/TKLC/plat/bin/netConfig --showVersion
API version: 1.1
7. Virtual Modify switch1lA 4948 4948E_init.xml and switch1lB_ 4948 4948E _init.xml files
[] PMAC: for information needed to initialize the switch.
Modify Update the init.xml files for all values preceded by a dollar sign. For example, if
SWitchlA 494 | 5 yalue has ssome variable name, that value is modified and the dollar sign
8_3948E.xm| must be removed during the modification.
an . : .
switch1B_494 When done editing the file, save and exit to return to the command prompt.
8_4948E.xml
8. Virtual Modify 4948E-F_configure.xml for information needed to configure the
[] PMAC: switches.
Modify 4948E- | ypdate the configure.xml file for all values preceded by a dollar sign. For

F_configure.x
ml

example, if a value has ssome variable name, that value is modified and the
dollar sign must be removed during the modification.

When done editing the file, save and exit to return to the command prompt.

Note: For IPv6 Configurations, IPv6 over NTP is NOT currently supported on
the Cisco 4948E-F aggregation switches. This function must be
configured for IPv4.
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
9. Virtual Initialize switch1A by issuing the following command:
] PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Initialize file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. |If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname
Hostname: switchlA
Note: If this command fails, stop this procedure and contact My Oracle
Support (MOS).
10. Management | Verify the switch is using the proper IOS image per Platform version by issuing
[] Server: the following commands:
Verify IOS $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
image getFirmware
Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
11. Management | Ensure the interface of the server connected to switch1B is the only interface
[] Server: up and obtain the IP address of the management server management interface
Manipulate by performing the following commands:
host§erver $ sudo /sbin/ifup <ethernet interface 1>
Phyycal $ sudo /sbin/ifdown <ethernet interface 2>
interfaces - -

$ sudo /sbin/ip addr show <management server mgmtInterface> |
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
12. Manag.ement Note: ROM AND PROM are intended to have the same meaning for this
[] | Server: procedure.
Determine if . )
switch1B Connect to switch1A and check the PROM version.
PROM Connect serially to switch1A by issuing the following command.
ngr?de|S $ sudo /usr/bin/console -M <management server mgmt ip address>
required -1 platcfg switchlA console
Enter platcfglpmac5000101's password: <platcfg password>
[Enter “"Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact My Oracle Support (MOS).
Note the 10S image and ROM version for comparison in a following step. Exit
from the console by pressing <Ctrl-e><c><.> and you are returned to the
server prompt.
Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the procedure in
Appendix G to upgrade the PROM for switch1B.
13. Virtual Initialize switch1B by issuing the following command:
] PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Initialize file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xm
1
Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml
Note: This step takes about 5-10 minutes to complete. Check the output of
this command for any errors. |If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns you to the prompt.
Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname
Hostname: switchlB
14. Virtual Verify the switch is using the proper IOS image per Platform version by issuing
[] PMAC: Verify | the following commands:
IOS image $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB

getFirmware
122-54.X0

entservicesk9

Version:
License:
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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Procedure 3.

Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
15. Virtual This script validates the XML file to a limited extent. It verifies:
[J | PMAC: e The file is valid
Validate XML
file e Allrequired options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -
file=4948 4948E configure.xml —-testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location of
the fault in the XML file.
16. Virtual Configure both switches by issuing the following command:
] PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
Configure the file=/usr/TKLC/smac/etc/switch/xm1/4948 4948E configure.xml
switches Processing file:
/usr/TKLC/smac/etc/switch/xml1/4948 4948E configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns the user to the prompt.
17. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.
Ensure Ensure the interfaces of the server connected to switch1A and switch1B are up
interface are by performing the following commands:
tehnea'?'ISgEn $ sudo /sbin/ifup <ethernet interface 1>
h $ sudo /sbin/ifup <ethernet interface 2>
ost - -
18. Cabinet: Attach switch1A customer uplink cables. Refer to application documentation for
[] Connect which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
19. Virtual Verify connectivity to the customer network by issuing the following command:
[] PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
customer 64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
network _

time=0.150 ms

64 bytes from ntpserverl (10.250.32.51):

time=0.223 ms

icmp seg=1 ttl=62

64 bytes from ntpserverl (10.250.32.51):

time=0.152 ms

icmp seq=2 ttl=62
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Procedure 3. Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
20. Cabinet: Attach switch1B customer uplink cables and detach switchlA customer uplink
[] Connect cables. Refer to application documentation for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network
21. Virtual Verify connectivity to the customer network by issuing the following command:
[l PMAC: Verify $ /bin/ping <customer supplied ntp server address>
access to PING ntpserverl (10.250.32.51) 56(84) bytes of data.
customer 64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
network time=0.150 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=1l ttl=62
time=0.223 ms
64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
22. Cabinet: Re-attach switch1A customer uplink cables. Refer to application
[] Connect documentation for which ports are uplink ports.
cables from Note: If the customer is using standard 802.1D spanning-tree, the links may
customer take up to 50 seconds to become active.
network

23. Management | Press Ctrl-] to exit the virtual PMAC console. This returns the terminal to the
[] Server: server prompt.

Restore the Restore the server networking back to original state:

TVOE host
back to its

original state

S sudo /sbin/service network restart

24. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --ns=Xinetd
[] Server: stopXinetdService service tftp force yes

Disable TFTP | Login on Remote: platcfg
Password of platcfg: <platcfg password>
1

Ensure the tftp service is not running by executing the following
command. A zero

is expected.

$ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --ns=Xinetd
getXinetdService service tftp

Login on Remote: platcfg

Password of platcfg: <platcfg password>

0

If a 1 is returned, repeat this step until getXinetdService returns a zero.

25. hﬂanagenqent $ sudo iptablesAdm delete --type=rule --protocol=ipv4d --
. omaln= atnet --table=filter --chain=INPUT --persist=yes --
Remove the match="-s <mgmt network> -p udp --dport 69 -j ACCEPT"
iptables rule
to allow TFTP
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Procedure 3. Configure Cisco 4948/4948E/4948E-F Aggregation Switches

Step | Procedure Result
26. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --chain=INPUT
[] Server: --domain=10platnet --table=filter
Verify the Persist Domain  Table Chain Match
firewall is
configured
properly
27. Back up Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
] switch and/or | Cisco 3020 Enclosure Switch (netConfig) for each switch configured in this
enclosure procedure.
switch

3.2.3 Configure Cisco 9372TX-E Aggregation Switches (PMAC Installed)
(netConfig)

This procedure configures Cisco 9372TX-E switches to be used in a 10GE-RMS deployment. This
procedure also includes how to configure the netConfig repository for all required services and switch
information.

Prerequisites:

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

e 0.4 SetUp PMAC

At any time, you can view the contents of the netConfig repository by executing one of the following
commands on the netConfig Server:

e For switches, use the command:
sudo /usr/TKLC/plat/bin/netConfig —--repo listDevices
e For services, use the command:
sudo /usr/TKLC/plat/bin/netConfig —--repo listServices
Users returning to this procedure after initial installation should run the above commands and note any
devices and/or services that have already been configured. Duplicate entries cannot be added; if

changes to a device repository entry are required, use the editDevice command. If changes to a services
repository entry are necessary, you must delete the original entry first and then add the service again.

IPv4 and IPv6

Platform now supports configuration using IPv4 or IPv6 addresses through netConfig. Wherever IP
addresses are required for networking procedures in section 3.1, IPv4 or IPv6 may be used. Commands
such as ping or ssh may also be used in these procedures, where for IPv6 cases may need to be pingé
or ssh -6 as needed.

Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment, while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.
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Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for

the proper value to insert depending on your system type. Fill in the appropriate values.

Variable

Value

<management_server_iLO_IP>

<management_server_mgmt_IP_address>

<netConfig_server_mgmt_IP_address>

<switch_backup_user>

admusr

<switch_backup_user_password>
See application documentation

<switch_backup_user_home_directory>
/usr/TKLC/smac/etc/switch/backup

<platcfg_username>

platcfg

<platcfg_password>
See application documentation

<frame IDs>

List (comma and dash separated values) of
frames to be added: Valid frame IDs are 1-7

<switch IDs>

List (comma and dash separated values) of
frames to be added: Valid frame IDs are A-F

<json file>

JSON file or list of files that define the switch
configuration(s)

The following table should be filled out using information for the first Cisco 9372TX-E switch. The table

should be repeated for each switch to be configured at this site:

Variable

Value

<switch_hostname>

<switch_username>

<switch_password>

<switch_mgmt_IP_address>
CIDR format

<switch_oobm_IP>
CIDR format — IPv4 is required

<mgmt_VLAN_ID>

<control_VLAN_|D>

<oobm_VLAN_ID>

For switch Frame 1 ID A and Frame 1 ID B
the oobm_vlanID should be 1
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Variable

Value

<customer_oam_uplink>

See NAPD or Site Survey information. This
should be the switchport or LAG that
connects to the customers OAM network.

<fw_filename>

The firmware version must match the
operational redundant switch. This is
checked in a procedural step.

<ssh_service>
ssh_service to be used for firmware transfer

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 4. Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result
1. Management | Log into the management server iLO on the remote console using application
] Server iLO: provided passwords via Appendix E.
Login Note: If executing this procedure to add switches/frames after the initial

deployment (that is, a second pass to add hardware to an existing
deployment), the virtual PMAC can be accessed directly via SSH
instead of iLO and steps 1 and 2 may be skipped.
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Procedure 4.

Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result

2. Management | 1. Verify virtual PMAC installation by issuing the following commands as

[] Server: Pre- admusr on the management server:
check $ sudo /usr/bin/virsh list --all

Id _Name _____ State
6 vm-pmaclA running
Note: If this command provides no output, it is likely that a virtual instance of
PMAC is not installed. If there is a virtual PMAC, log into the console of
the virtual PMAC.
2. From the management server, log into the console of the virtual PMAC
instance found above.
Example:
$ sudo /usr/bin/virsh console vm-pmaclA
Connected to domain vm-pmaclA
Escape character is "]
<Press ENTER key>
CentOS release 6.2 (Final)
Kernel 2.6.32-220.7.1.el6prerel6.0.0 80.13.0.x86 64 on an
%86 64
Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console x or from the virsh utility virsh # console x command and
you get garbage characters or output is not correct, then more than
likely there is a stuck virsh console command already being run on the
TVOE host. Exit the virsh console, and run ps -ef |grep virsh, then
kill the existing process $ sudo kill -9 <pID>. Execute the $ sudo
virsh console X command again. Your console session should now
run as expected.
If the root user is already logged in, log out and log back in as admustr.
[root@pmac ~]# logout
vm-pmaclA login: admusr
Password:
Last login: Fri May 25 16:39:04 on ttyS4

3. netConfig Execute the configureRepo utility to configure the netConfig repository.

[] Repository: Answer the prompts using the information collected in tables above. Values in
Configure the | square brackets [value] are default values. To use the default value, press
netConfig Enter at the prompt. Values in BOLD are entered by the user.
repository

Note: Multiple switches can be added at the same time by using a dash or
commay(s) (for example, configureRepo --switchlD A-B --framelD 1-2 or
configureRepo --switchID A,C,F --framelD 1).

$ sudo /usr/TKLC/plat/bin/configureRepo --switchID <switch IDs> -

—-frameID <frame IDs>

What topology should the repository be configured for (ex. 10GE-
RMS, topol, etc.)? [10GE-RMS]:

Would you like to add a(n) ssh service? [Y/N]: vy
What is the name of the SSH service? ssh service
What is the IP address of the SSH service?
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Procedure 4. Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure

Result

<netConfig server mgmt ip address>
What is the username for the SSH service? <switch backup user>

What is the password for the SSH service?
<switch_backup_user password>

Would you like to add another ssh service? [Y/N] n

Would you like to add a(n) tftp service? [Y/N]: n

Would you like to add a(n) console service? [Y/N]: n

Would you like to add a(n) oa service? [Y/N]: n

Note: The following prompts repeat for each FramelD-SwitchlD combination
to be added. Only one set of prompts is provided as an example of tool
execution.

Adding Frame 1 Switch A (F1-A)

What type of switch should be added for F1-A? [C9372TX-E]:

What is the name of switch F1-A? <switch hostname>

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for

management? <switch mgmt ip address>

What is the switchport mode (access|trunk) for the management
server port? [trunk]:

Is the management interface a port or a vlan? [vlan]:
What is the VLAN ID of the management VLAN? [2]: <mgmt vlanID>
What is the name of the management VLAN? [management]:

What are the allowed vlans for the management server port? [1-2]:
<control vlanID>,<mgmt vlanID>

What switchport connects to the management server? [tenGEl]:
What switchport is used as the customer OAM uplink? [fortyGE3]:
What is the device username? <switch username>

What is the device password? <switch password>

What is the OOBM IP address (CIDR notation)? <switch oobm IP>

Enter the name of the firmware file [nxos.7.0.3.I4.2.bin]:
<fw_ filename>

Enter the name of the ssh service to use for firmware transfers:
<ssh service>

Enter the directory for file transfers [/home/admusr]:
<switch backup user home directory>

What is the OOBM VLAN ID? [1]: <oobm vlanID>
Repo Setup Complete.
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Procedure 4.

Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result
4, netConfig For Cisco 9327TX-E switches, the firmware file is large and should be copied to
[] Server: the /var/TKLC/upgrade directory to prevent inadvertently filling up the / or /Thome
Verify FW file | partitions on the PMAC.
isin porregt $ 1s -al /var/TKLC/upgrade/<fw filename>
|0C3U0?\Nﬂh -rw-r--r-- 1 root root 613 Mar 30 12:31 <fw filename>
correc . . , .
permissions If the FW file does not exist, copy the file onto the virtual PMAC.
To ensure permissions of the file are correct, execute the following command:
$ sudo /bin/chmod 644 /var/TKLC/upgrade/<fw filename>
Execute the following command to confirm the new permissions:
$ 1s —al /var/TKLC/upgrade/<fw filename>
-rw-r--r-- 1 root root 696987648 Mar 30 12:31 <fw_ filename>
Execute the following command to verify the <switch_backup_user> directory
has a symbolic link to the FW file in /var/TKLC/upgrade:
$ 1s —al ~<switch backup user>/<fw filename>
lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw filename>
If the symbolic link does not exist, execute the following series of commands to
create the link and verify it was created correctly:
$ cd ~<switch backup user>
$ 1In -s /var/TKLC/upgrade/<fw filename>
$ 1s —al ~<switch backup user>/<fw filename>
lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw filename>
5. netConfig 1. Verify the configuration JSON file is present on the system and is the
[] Server: correct version for the system.
xennﬂchnud $ sudo /bin/more /usr/TKLC/smac/etc/switch/<json file>
ile exists an , . . .
modify with If the file does not exist, copy the file onto the virtual PMAC from the
site application media using application provided procedures.
information 2. Modify the JSON file(s) with necessary site information
6. netConfig The configureSwitch utility allows initialization/configuration of one or many
[] Server: switches with a single execution. If desired, run this utility for each switch one
Initialize and at time rather than all at once. If that is the case, this step should be repeated
configure the for each switch. Alternatively, multiple switches can be added at the same time
switches by using a dash or commas (for example, configureRepo --switchID A-B --

framelD 1-3 or configureRepo --switchID A,C,E --framelD 1).

$ sudo /usr/TKLC/plat/bin/configureSwitch --framelID <frame IDs> -
-switchID <switch IDs> --file
/usr/TKLC/smac/etc/switch/<json file> -v

Enter your platcfg username, followed by [ENTER]:

<platcfg username>

Enter your platcfg password, followed by [ENTER]:

<platcfg password>
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Procedure 4.

Configure Cisco 9372TX-E Aggregation Switches

Step | Procedure Result
7. Virtual Verify if a final reboot is needed by making sure the firmware and system
[] PMAC: Verify | versions on the switch match. Execute the following command:
firmware $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
update getVersion
The following example shows where the System and Firmware versions on the
switch do not match and a final reboot is needed:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
getVersion
Firmware Version: 7.0(3)I4(2)
System Version: 7.0(3)I4(5)
BIOS Version: 07.51
If the system and firmware versions do not match, reboot the switch, wait until it
reboots, and recheck the firmware versions. Execute the following commands
to reboot the switch, confirm it is ready to proceed (via ping), and recheck the
versions:
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
reboot
$ /bin/ping -w 3 <switch IP>
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
getVersion
Firmware Version: 7.0(3)I4(2)
System Version: 7.0(3)I4(2)
BIOS Version: 07.51
Repeat this step for each switch configured with configureSwitch.
8. Virtual Verify network reachability and configuration.
[] PMAC: Verify $ /bin/ping -w3 <switch IP>
proper $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
Conﬁguraﬁon showConfiguration B
of switches Inspect the output of showConfiguration and ensure it is configured as per site
requirements.
It is important to note that the output of showConfiguration provides data in
vendor-specific syntax/language. The user should specifically look for the
existence of expected VLANs and IP addresses to verify the configuration is
correct.
9. Back up HP Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] for each Switch for each switch configured in this procedure.
switch
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3.2.4 Replace a Failed 4948/4948E/4948E-F Switch (PMAC Installed) (netConfig)
This procedure replaces a failed 4948/4948E/4948E-F switch.

This procedures assumes a PMAC 6.5 interconnect. If the system being configured follows a different
platform interconnect, then the appropriate platform procedures should be followed.

Prerequisites:

e 9.1 Install TVOE on the Management Server

e 9.2 Configure TVOE Network
e 9.3 Deploy PMAC Guest
e 9.4 SetUp PMAC

e Afully configured and operational redundant switch must be in operation. If this is not ensured,

connectivity may be lost to the end devices.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<PROM_image_file>

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_server_mgmt_IP_address>

<switchlA_mgmtVLAN_IP_address>

<switch1lB_mgmtVLAN_IP_address>

<switch_mgmtVLAN_ID>

<management_server_mgmtinterface>

<management_server_iLO_IP>

<netmask>

<mgmt_VLAN_ID>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation
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Ethernet Interface DL 360 DL 380 X3-2 X5-2 and X6-2 X7-2
<ethernet_interface 1> eth01 eth01 ethO1 eth01 eth02
<ethernet_interface 2> eth02 eth02 eth02 eth03 eth03
Variable Platform 7.5

<management_server_switchport>

0i1/40

Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware ISO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

o Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 5.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
1. Cabinet: Power If the failed switch is DC powered, power off using the cabinet breakers,
[] off failed switch then remove the DC power and ground cables.
If the failed switch is AC powered, remove the AC power cords from the
unit.
2. Cabinet: Find Determine whether switch1A or switch1B failed, locate the failed switch,
[] and prepare to and detach all network and console cables from the failed switch.
replace switch Note: If needed label cables before removal.
3. Cabinet: Replace | Remove failed switch and replace with new switch of same model.
[] switch
4, Cabinet: Power If the switch is DC powered, attach the DC power and ground cables, then
[] on replacement power on the replacement switch using the appropriate cabinet breakers;
switch otherwise, connect the AC power cords to the unit (AC).
5. Cabinet: Attach Connect all network and console cables to the new switch except the
[] cable to new customer uplink cables. Ensure each cable is connected to the same ports

switch

of the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink.
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Procedure 5. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
6. Virtual PMAC: If the appropriate image does not exist, copy the image to the PMAC.
[] | VerifylOSimage | Note: Check the FW version on the mate switch and select the matching
IS on system FW image from the backup directory/TFTP directory.

To check the FW on the mate switch, use the following command:

If replacing switch1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

If replacing switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0O

License: entservicesk9

Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
Determine if the 10S image for the 4948/4948E/4948E-F is on the virtual
PMAC.

$ sudo /bin/ls -1 /var/TKLC/smac/image/<IOS image file>

$ sudo /bin/ls -1 <switch backup directory>/<ios image>
If the file exists and is in the TFTP directory, skip the remainder of this step
and continue with the next step. If the file does not exist, copy the file from
the firmware media.
If the file is in the backup directory copy it to the TFTP directory:

$ sudo /bin/cp -i <switch backup directory/<ios image>
/var/TKLC/smac/image/

7. Virtual PMAC: Enable the DEVICE.NETWORK.NETBOOT feature with the management
[] Modify PMAC role to allow tftp traffic:

feature to allow $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --

TFTP featureName=DEVICE.NETWORK.NETBOOT --enable=1

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

This may take up to 60 seconds to complete.
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Procedure 5.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
8. Management Exit from the virtual PMAC console, by pressing Ctrl-] and you are returned
[] Server: to the server prompt.

Manipulate host
server physical
interfaces

Ensure the interface of the server connected to switch1A is the only
interface up and obtain the IP address of the management server
management interface by performing the following commands:

$ sudo /sbin/ifup <ethernet interface 1>

$ sudo /sbin/ifdown <ethernet interface 2>

$ sudo /sbin/ip addr show

<management server mgmtInterface> | grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.

$ sudo /usr/bin/virsh console vm-pmaclA

Note: On a TVOE host, if you open the virsh console, i.e., $ sudo virsh
console x or from the virsh utility virsh # console x command
and you get garbage characters or output is not correct, then more
than likely there is a stuck virsh console command already being
run on the TVOE host. Exit the virsh console, and run ps -ef
|grep virsh, then Kill the existing process $ sudo kill -9
<PID>. Executethe $ sudo virsh console x command again.
Your console session should now run as expected.
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Procedure 5.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
9. Management Note: ROM and PROM are intended to have the same meaning for this
[] | Server: Get procedure.
PROM information . }
Connect to switch and check the PROM version.
If replacing switch1A:
Connect serially to switch1A by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlA console
If replacing switch1B:
Connect serially to switch1B by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlB console
Enter platcfglpmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press Enter
Switch> show version | include ROM
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Note: If the console command fails, contact My Oracle Support (MOS).
Note the 10S image and ROM version for comparison in a following step.
Exit from the console by pressing <Ctrl-e><c><.> and you are returned to
the server prompt.
Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the
procedure in Appendix G to upgrade the PROM for switch1A.
10. Virtual PMAC: Connect serially to the switch and reload the switch by issuing the following
[] Reset switch to commands:

factory defaults

Switch# write erase
Switch reload
Wait until the switch reloads, then exit from console; press <Ctrl-e><c><.>

and you are returned to the server prompt. Wait for the first switch to finish
before repeating this process for the second switch.

Note: There might be messages from the switch. If asked to confirm,
press Enter. If asked yes or no, type in no and press Enter.
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Procedure 5.

Replace a Failed 4948/4948E/4948E-F Switch

Step

Procedure

Result

11,
[

Virtual PMAC:
Initialize switch

Older platform init files may not work on Platform 7.5 systems. Copy the

switch appropriate init.xml file from application media using application

provided procedures. For example, for switch1A copy

switch1lA_4948 4948E_init.xml.

If replacing switch1A, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E ini
t.xml

If replacing switch1B, issue the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlB 4948 4948E ini
t.xml

Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml

Note: This step takes about 5-10 minutes to complete. Check the output
of this command for any errors. |If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).

A successful completion of netConfig returns you to the prompt.

Use netConfig to get the hosthame of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.

For switch1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname

Hostname: switchlA

For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB

Virtual PMAC:
Verify 10S image

Verify the switch is using the proper 10S image per Platform version by
issuing the following commands:
For switch1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0
License: entservicesk9

Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
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Procedure 5.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
13. Virtual PMAC: $ sudo /bin/cp -i /usr/TKLC/smac/etc/switch/backup/<swname>-
] Copy the switch backup ~<switch backup user>/
backup filesto the | $ sudo /bin/cp -i /usr/TKLC/smac/etc/switch/backup/<swname>-
current directory backup.info ~<switch backup user>/
Get a list of the file copied over.
Note: switchlA is shown as an example.
$ /bin/ls -1
switchlA-backup
switchlA-backup.info
14. Virtual PMAC: $ cd ~<switch backup user>
] Restore $ sudo /bin/chmod 644 ~<switch backup user>/<swname>-backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
restoreConfiguration service=ssh service filename=<swname>-
backup
15. Virtual PMAC: Connect to the TVOE host and ensure the interfaces of the server
] Make sure both connected to switch1A and switch1B are up by performing the following
interfaces are commands:
enabled on the $ sudo /sbin/ifup <ethernet interface 1>
TVOE host $ sudo /sbin/ifup <ethernet interface 2>
16. Virtual PMAC: Ping each of the switches' SVI (router interface) addresses to verify switch
[] Verify switch configuration.
configuration $ /bin/ping <switchlA mgmtVLAN IP>
$ /bin/ping <switchlB mgmtVLAN IP>
17. Virtual PMAC: To verify the IOS release on each switch:
[] Verify switch is $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
using proper 10S listFirmware
image per _ Image: cat4500-ipbasek9-mz.122-53.SG2.bin
platform version $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
listFirmware
Image: cat4500-ipbasek9-mz.122-53.SG2.bin
18. Cabinet: Connect | Attach customer uplink cables. Refer to application documentation for
[] cables from which ports are uplink ports.
customer network | Note:  If the customer is using standard 802.1D spanning-tree, the links
may take up to 50 seconds to become active.
19. Virtual PMAC: Verify connectivity to the customer network by issuing the following
[] Verify access to command:

customer network

$ /bin/ping <customer supplied ntp server address>

PING ntpserverl (10.250.32.51) 56(84) bytes of data.

64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
time=0.150 ms

64 bytes from ntpserverl (10.250.32.51): icmp seg=1l ttl=62
time=0.223 ms

64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
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Procedure 5. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
20. Virtual PMAC: Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:

$ sudo rm ~admusr/<fw filename>

$ sudo rm /var/TKLC/smac/image/<fw filename>

3.2.5 Replace a Failed 4948/4948E/4948E-F Switch (RMS System, No PMAC

Installed) (netConfig)

This procedure replaces a failed 4948/4948E/4948E-F switch.

This procedures assumes a Platform 7.5 interconnect. If the system being configured follows a different
platform interconnect, then the appropriate platform procedures should be followed.

Prerequisites:

o Complete 8.1 IPM Management Server before this procedure is attempted.

o A fully configured and operational redundant switch must be in operation. If this is not ensured,

connectivity may be lost to the end devices.

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP

Solutions Firmware Upgrade Pack.

Variable Cisco 4948

Cisco 4948E

Cisco 4948E-F

<PROM_image_file>

<IOS_image_file>

Fill in the appropriate value for this site.

Variable

Value

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_server_mgmt_IP_address>

<switch1lA_mgmtVLAN_IP_address>

<switch1B_mgmtVLAN_IP_address>

<switch_mgmtVLAN_ID>

<management_server_iLO_IP>

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation
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Ethernet Interface DL 360 DL 380 X3-2 X5-2 and X6-2 X7-2
<ethernet_interface 1> eth01 eth01 ethO1 eth01 eth02
<ethernet_interface 2> eth02 eth02 eth02 eth03 eth03

Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.

e Filenames and sample command line input/output throughout this procedure do not specifically
reference the 4948E-F. Template settings are identical between the 4948E and 4948E-F. The
original 4948 switch — as opposed to the 4948E or the 4948E-F is referred to simply by the model
number 4948. Where all three switches are referred to, this is made clear by reference to
4948/4948E/4948E-F switches.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 6.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
1. Cabinet: Power If the failed switch is DC powered, power off using the cabinet breakers,
[] off failed switch then remove the DC power and ground cables.
If the failed switch is AC powered, remove the AC power cords from the
unit.
2. Cabinet: Find Determine whether switch1A or switch1B failed, locate the failed switch,
[] and prepare to and detach all network and console cables from the failed switch.
replace switch Note: If needed label cables before removal.
3. Cabinet: Replace | Remove failed switch and replace with new switch of same model.
[] switch
4. Cabinet: Power If the switch is DC powered, attach the DC power and ground cables, then
[] on replacement power on the replacement switch using the appropriate cabinet breakers;
switch otherwise, connect the AC power cords to the unit (AC).
5. Cabinet: Attach Connect all network and console cables to the new switch except the
[] cable to new customer uplink cables. Ensure each cable is connected to the same ports

switch

of the replacement switch as they were in the failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink

Page | 66

E91175-01




Platform 6.5 Configuration Guide

Procedure 6.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
6. Management If the appropriate image does not exist, copy the image to the management
[] Server: Verify server.
IOS image is on Note: Check the FW version on the mate switch and select the matching
system FW image from the backup directory/TFTP directory.
To check the FW on the mate switch, use the following command:
If replacing switch1A:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware
If replacing switch1B:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware
Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
Determine if the 10S image for the 4948/4948E/4948E-F is on the virtual
management server C.
$ sudo /bin/ls -1 /var/TKLC/smac/image/<IOS image file>
$ sudo /bin/ls -1 <switch backup directory>/<ios image>
If the file exists and is in the TFTP directory, skip the remainder of this step
and continue with the next step. If the file does not exist, copy the file from
the firmware media.
If the file is in the backup directory copy it to the TFTP directory:
$ sudo /bin/cp -i <switch backup directory/<ios_ image>
/var/TKLC/smac/image/
7. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
[] | Server: Enable ns=xXinetd
tftp on the system | startXinetdService service tftp
forﬁu)nanﬂbrof Login on Remote: platcf
IOS upgrade file g - P g
Password of platcfg: <platcfg password>
1
$ sudo iptablesAdm insert --type=rule --protocol=ipv4d --
domain=10platnet --
table=filter --chain=INPUT --persist=yes --match="-s
<mgmt network> -p udp --
dport 69 -j ACCEPT" --location=1
8. Management $ sudo iptablesAdm show --type=rule --protocol=ipvd --
E] Server: Veﬂﬂ/ chain=INPUT --domain=10platnet --table=filter
firewall is Persist Domain __Table_ _Chain Match
Conﬂgured Yes l0platnet filter INPUT -s <mgmt network> -p udp —-dport

69 -3 ACCEPT
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Procedure 6. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
9. Management Ensure the interface of the server connected to the switch is the only
[] Server: interface up and obtain the IP address of the management server
Manipulate host management interface by performing the following commands:
server physical $ sudo /sbin/ifup <ethernet interface 1>
interfaces $ sudo /sbin/ifdown <ethernet interface 2>

$ sudo /sbin/ip addr show
<management server mgmtInterface> | grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>

10. | Management Note: ROM and PROM are intended to have the same meaning for this

PROM information _ _
Connect to switch and check the PROM version.

If replacing switch1A:

Connect serially to switch1A by issuing the following command.
$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlA console

If replacing switch1B:

Connect serially to switch1B by issuing the following command.

$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg
switchlB console

Enter platcfglpmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]

Press Enter

Switch> show version | include ROM

ROM: 12.2(31r)SGAl

System returned to ROM by reload

Note: If the console command fails, contact My Oracle Support (MOS).

Note the 10S image and ROM version for comparison in a following step.
Exit from the console by pressing <Ctrl-e><c><.> and you are returned to
the server prompt.

Verify the version from the previous command against the version from the
release notes referenced. If the versions are different, perform the
procedure in Appendix G to upgrade the PROM for switch1A.
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Procedure 6.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
11. Management Connect serially to the switch and reload the switch by issuing the following
[] Server: Reset commands:
switch to factory Switch# write erase
defaults Switch reload
Wait until the switch reloads, then exit from console; press <Ctrl-e><c><.>
and you are returned to the server prompt. Wait for the first switch to finish
before repeating this process for the second switch.
Note: There might be messages from the switch. If asked to confirm,
press Enter. If asked yes or no, type in no and press Enter.
12. Management Older platform init files may not work on Platform 7.5 systems. Copy the
[] Server: Initialize switch appropriate init.xml file from application media using application

switch

provided procedures. For example, for switchlA copy

switch1A_4948 4948E_init.xml.

If replacing switch1A, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E ini
t.xml

If replacing switch1B, issue the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlB 4948 4948E ini
t.xml

Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml

Note: This step takes about 5-10 minutes to complete. Check the output
of this command for any errors. If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).

A successful completion of netConfig returns you to the prompt.

Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.

For switch1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname

Hostname: switchlA
For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB
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Replace a Failed 4948/4948E/4948E-F Switch

Step

Procedure

Result

13,
[

Management
Server: Verify
IOS image

Verify the switch is using the proper IOS image per Platform version by
issuing the following commands:
For switch1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getFirmware

For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware

Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin

Management
Server: Initialize
switch

Older platform init files may not work on Platform 7.5 systems. Copy the

switch appropriate init.xml file from application media using application

provided procedures. For example, for switch1A copy

switch1lA_4948 4948E_init.xml.

If replacing switch1A, issue the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E ini
t.xml

If replacing switch1B, issue the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/switchlB 4948 4948E ini
t.xml

Processing file:
/usr/TKLC/smac/etc/switch/xml/switchlA 4948 4948E init.xml

Note: This step takes about 5-10 minutes to complete. Check the output
of this command for any errors. |If this fails for any reason, stop this
procedure and contact My Oracle Support (MOS).

A successful completion of netConfig returns you to the prompt.

Use netConfig to get the hostname of the switch, to verify the switch was
initialized properly, and to verify netConfig can connect to the switch.
For switch1A:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
getHostname

Hostname: switchlA
For switch1B:

$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getHostname

Hostname: switchlB
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Procedure 6.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
15. Management Verify the switch is using the proper IOS image per Platform version by
[] Server: Verify issuing the following commands:
switch is using For switch1A:
proper 10S image $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
per Platform getFirmware
version .
For switch1B:
$ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
getFirmware
Version: 122-54.X0
License: entservicesk9
Flash: cat4500e-entservicesk9-mz.122-54.X0.bin
16. Management $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --—
[] Server: Disable ns=Xinetd stopXinetdService service tftp force yes
TFTP Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
Ensure the tftp service is not running by executing the
following command. A zero
is expected.
$ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
ns=Xinetd
getXinetdService service tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>
0
If a 1 is returned, repeat this step until getXinetdService returns a zero.
17. Management $ sudo iptablesAdm delete --type=rule --protocol=ipv4d --
[] Server: Remove domain=10platnet --table=filter --chain=INPUT --persist=yes --
the iptables rule to match="-s <mgmt network> -p udp --dport 69 -j ACCEPT"
allow TFTP
18. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4d --
[] Server: Verify the chain=INPUT --domain=10platnet --table=filter

firewall is
configured

properly

Persist Domain Table Chain Match
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Procedure 6.

Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
19. Management $ sudo /bin/cp -i /usr/TKLC/smac/etc/switch/backup/<swname>-
[I Server: Copy the backup ~<switch7backup7user>/
smﬁKﬁ]backup $ sudo /bin/cp -1 /usr/TKLC/smac/etc/switch/backup/<swname>-
files to the current | backup.info ~<switch backup user>/
directory Get a list of the file copied over.
Note: switchlA is shown as an example.
$ /bin/ls -1
switchlA-backup
switchlA-backup.info
switchlA-backup.vlan
20. Management $ cd ~<switch backup user>
] Server: Restore $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-
backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
restoreConfiguration service=ssh service
filename=<switch hostname>-backup
21. Management Ping each of the switches' SVI (router interface) addresses to verify switch
[] Server: Verify configuration.
switch $ /bin/ping <switchlA mgmtVLAN IP>
configuration $ /bin/ping <switchlB mgmtVLAN IP>
22. Management To verify the IOS release on each switch:
] Server: Verify $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlA
switch is using listFirmware
proper I0S image | rmage: cat4500-ipbasek9-mz.122-53.5G2.bin
permaﬁonn $ sudo /usr/TKLC/plat/bin/netConfig --device=switchlB
version listFirmware
Image: cat4500-ipbasek9-mz.122-53.SG2.bin
23. Cabinet: Connect | Attach customer uplink cables. Refer to application documentation for
] cables from which ports are uplink ports.
customer network | Note:  If the customer is using standard 802.1D spanning-tree, the links
may take up to 50 seconds to become active.
24, Management Verify connectivity to the customer network by issuing the following
] Server: Verify command:
access to

customer network

$ /bin/ping <customer supplied ntp server address>

PING ntpserverl (10.250.32.51) 56(84) bytes of data.

64 bytes from ntpserverl (10.250.32.51): icmp seg=0 ttl=62
time=0.150 ms

64 bytes from ntpserverl (10.250.32.51): icmp seg=1 ttl=62
time=0.223 ms

64 bytes from ntpserverl (10.250.32.51): icmp seg=2 ttl=62
time=0.152 ms
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Procedure 6. Replace a Failed 4948/4948E/4948E-F Switch

Step | Procedure Result
25. Management Remove the FW images from the users' home directory and TFTP directory
[] Server: Clean up | with the following command:
FwW $ sudo rm ~admusr/<fw filename>
$ sudo rm /var/TKLC/smac/image/<fw filename>

3.2.6 Replace a Failed 9372TX-E Switch (PMAC Installed) (netConfig)
This procedure replaces a failed 9372TX-E switch.

This procedure assumes a healthy PMAC with the original netConfig repository intact. If this is not the
case and a PMAC disaster recovery needs to be performed, see [7] PMAC Disaster Recovery, Release
6.5.. If a PMAC does not exist and a DR is not possible, disregard this procedure and perform 3.2.3
Configure Cisco 9372TX-E Aggregation Switches (PMAC Installed) (netConfig).

Prerequisites:

¢ A fully configured and operational redundant switch must be in operation. If this is not ensured,
connectivity may be lost to the end devices.

e Access to the switch configuration backup file for the failed switch. This generally resides on the
PMAC in directory /usr/TKLC/smac/etc/switch/backup and typically has a name format of
<switch hostname>-backup. If the file does not exist on the PMAC, work with the local switch
administrator to determine if an offloaded copy exists

Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment, while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate values.

Variable Value

<switch_backup_user> admusr

<switch_backup_user_password>
Check application documentation

<fw_filename>

The firmware version must match the
operational redundant switch. This is
checked in a procedural step.

<switch_backup_user_home_directory>
/usr/TKLC/smac/etc/switch/backup

<management_server_mgmtinterface>

<management_server_mgmt_IP_address>
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Ethernet Interface

Oracle Server

<ethernet_interface 1>

eth01

<ethernet_interface 2>

eth03

Note:

Needed Material:

The onboard administrators are not available during the configuration of Cisco
4948/4948E/4948E-F switches.

Cisco FW file acquired through My Oracle Support (MOS).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 7.

Replace a Failed 9372TX-E Switch

Step | Procedure Result
1. Cabinet: If the failed switch is DC powered, power off using the cabinet breakers, then
[] Power off failed | remove the DC power and ground cables.
switch If the failed switch is AC powered, remove the AC power cords from the unit.
2. Cabinet: Find | Determine whether switchl1A or switch1B failed, locate the failed switch, and
[] and prepare to | detach all network and console cables from the failed switch.
replace switch | Note:  If needed label cables before removal.
3. Cabinet: Remove failed switch and replace with new switch of same model.
[] Replace switch
4, Cabinet: If the switch is DC powered, attach the DC power and ground cables, then
[] Power on power on the replacement switch using the appropriate cabinet breakers;
replacement otherwise, connect the AC power cords to the unit (AC).
switch
5. Cabinet: Connect all network and console cables to the new switch except the
[] Attach cable to | customer uplink cables. Ensure each cable is connected to the same ports of
new switch the replacement switch as they were in the failed switch.
Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink
6. Virtual PMAC: | If the appropriate image does not exist, copy the image to the PMAC.
[] | Vverify I0S Note: Check the FW version on the mate switch and select the matching FW
image is on image from the backup directory/TFTP directory. The firmware
system version must be identical between mating switches.

To check the FW on the mate switch, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --
device=<mate switchname> getFirmware

Version: 7-0.I4.2
Flash: nxos.7.0.3.I4.bin
Determine if the 10S image for the 9372TX-E is on the virtual PMAC.
$ sudo /bin/ls -1 <switch backup directory>/<fw filename>
or
$ sudo /bin/ls -1 /var/TKLC/upgrade/<fw filename>
If the FW file exists, verify a symbolic link exists to the firmware file in the
backup user directory by using the following command:
If the file is in the backup directory copy it to the TFTP directory:
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Procedure 7.

Replace a Failed 9372TX-E Switch

Step

Procedure

Result

$ sudo /bin/ls -al ~<switch backup user>/*.bin

lrwxrwxrwx 1 root root 37 Dec 16 16:42 nxos.7.0.3.I4.2.bin ->
/var/TKLC/upgrade/nxos.7.0.3.I4.2.bin

If the link exists, verify it is correct by verifying the FW file exists in the location
pointed to by the link

Note: The FW file location pointed to by the link is everything after the "->" in
the output of the previous command.

The output below is for example only, and is based on the example output
given above:
$ sudo /bin/ls -al /var/TKLC/upgrade/nxos.7.0.3.I4.2.bin
-rw-r--r-- 1 admusr admgrp 696987648 Nov 30 13:38
/var/TKLC/upgrade/nxos.7.0.3.I4.2.bin
If the link does not exist, or is incorrect, remove the existing link and create the
correct link by executing the following commands:
$ cd ~<switch backup user>

$ sudo /bin/rm -f
~<switch backup user>/<name of incorrect link>

$ cd ~<switch backup user>
$ 1In -s <switch backup directory>/<fw filename>
$ 1s —al ~<switch backup user>/<fw filename>

lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw filename>

If the FW image does not exist on the virtual PMAC, copy it to the switch
backup directory. Change the FW image file permissions by executing the
following command:

$ sudo /bin/chmod 644 /var/TKLC/upgrade/<fw_ filename>
Execute the following command to confirm the new permissions:

$ 1s —al /var/TKLC/upgrade/<fw_ filename>

-rw-r--r-- 1 root root 696987648 Mar 30 12:31 <fw filename>
Verify the <switch_backup_user> directory has a symbolic link to the FW file in
/var/TKLC/upgrade.

$ 1s —al ~<switch backup user>/<fw_ filename>

lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw_ filename>

If the symbolic link does not exist, execute the following commands to create
the link and verify it was created correctly:

$ cd ~<switch backup user>

$ 1In -s /var/TKLC/upgrade/<fw filename>

$ 1s —al ~<switch backup user>/<fw filename>

lrwxrwxrwx 1 admusr admgrp 37 Dec 16 14:18
/home/admusr/<fw_filename> -> /var/TKLC/upgrade/<fw_filename>
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Procedure 7.

Replace a Failed 9372TX-E Switch

Step

Procedure

Result

7.
[

Management
Server:
Manipulate
host server
physical
interfaces

This step only pertains to failed switches in the first frame with a switchID of A
or B. In other words, the switches that host the management server interface.
If the failed switch has a switchID of C-F or resides in frame 2 or beyond, this
step can be ignored and the user may proceed with the next step.
Connect to the management server and perform the following commands:
$ sudo /sbin/ifup <ethernet interface 1>
$ sudo /sbin/ifdown <ethernet interface 2>
$ sudo /sbin/ip addr show <management server mgmtInterface>
grep inet
The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.
If replacing switch with an identity of framelD 1 switchID B:
$ sudo /sbin/ifup <ethernet interface 2>
$ sudo /sbin/ifdown <ethernet interface 1>
$ sudo /sbin/ip addr show <management server mgmtInterface>
grep inet

The command output should contain the IP address of the variable,
<management_server_mgmt_IP_address>.

]

Virtual PMAC:
Initialize switch

Initialize the switch by performing the following command:

$ sudo /usr/TKLC/plat/bin/initializeSwitch --switch
<switch hostname>

Enter your platcfg username, [ENTER] :
<platcfg username>

followed by

Enter your platcfg password,
<platcfg password>

followed by [ENTER]:

[]®

Virtual PMAC:
Copy switch
backup file

Copy the switch backup files to the home directory of the
<switch_backup_user> by performing the following command:

$ sudo /bin/cp -i

/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup*
~<switch backup user>/

$ sudo /bin/cp -1

/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup.info
~<switch backup user>/

Virtual PMAC:
Restore

$ cd ~<switch backup user>

$ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-
backup*

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>

restoreConfiguration service=ssh service
filename=<switch hostname>-backup

Management
Server: Make
sure both
interfaces are
enabled host
server

Connect to the management server perform the following commands:
$ sudo /sbin/ifup <ethernet interface 1>

$ sudo /sbin/ifup <ethernet interface 2>
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Procedure 7.

Replace a Failed 9372TX-E Switch

Step | Procedure Result
12. Cabinet: Attach customer uplink cables. Refer to application documentation for which
] Connect cables | ports are uplink ports.
from customer
network
13. Virtual PMAC: | Verify network reachability and configuration.
] Verify proper $ /bin/ping -w3 <switch IP>
cor_1f|gurat|on of $ sudo /usr/TKLC/plat/bin/netConfig --
switches device=<switch hostname> showConfiguration
Inspect the showConfiguration output to ensure it is configured per site
requirements.
Note the showConfiguration output provides output in vendor-specific
syntax/language. Look for the existence of expected VLANs and IP addresses
to verify the configuration is correct.
14. Management Remove the FW images from the users' home directory and TFTP directory
[] Server: Clean | with the following command:
up FW $ sudo rm ~admusr/<fw filename>
$ sudo rm /var/TKLC/smac/image/<fw filename>
3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020

Enclosure Switch (netConfig)

This procedure backs up the Cisco aggregation and enclosure switches.

Prerequisites for RMS system aggregation switch:

e 8.1 IPM Management Server

e Step 2 of 9.1 Install TVOE on the Management Server to install the IPM DL380 server.
e 9.2 Configure TVOE Network
e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

Prerequisites for c-Class system aggregation switch (Oracle-provided):

e 8.1 IPM Management Server

e 9.1 Install TVOE on the Management Server

e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)

Prerequisites for Cisco 3020 enclosure switch:

e 8.1 IPM Management Server

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network
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e 9.3 Deploy PMAC Guest
e 3.3.1 Configure Cisco 3020 Switch (netConfig)

Variable

Value

<switch_backup_user> (also needed in switch
configuration procedure)

admusr

<switch_backup_user_password> (also needed in
switch configuration procedure)

Check application documentation

<switch_name>
Hostname of the switch

<switch_backup_directory>
Non-PMAC System:
/usr/TKLC/plat/etc/switch/backup
PMAC System:
/usr/TKLC/smac/etc/switch/backup

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 8.
Enclosure Switch

Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020

Step | Result
1 Verify switch is initialized correctly and connectivity to the switch by verifying the hostname.
] $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name> getHostname
Hostname: switchlA
Note: The value beside Hostname should be the same as the <switch_name> variable.
2. Run the netConfig --repo showService name=ssh_service command and look for ssh service.
[] $ sudo /usr/TKLC/plat/bin/netConfig --repo showService name=ssh service
Service Name: ssh service
Type: ssh
Host: 10.250.62.85

Options:
password: C20F7D639AETE7

user: admusr

<switch_backup_user>.

In the ssh_service parameters, the value for user: is the value for the variable
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Procedure 8. Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
Enclosure Switch

Step | Result
3. Verify existence of the backup directory.
[] $ sudo /bin/ls -i <switch backup directory>

If the output contains:
ls: cannot access <switch backup directory>: No such file or directory
Create the directory with:
$ sudo /bin/mkdir -p <switch backup directory>
Change directory permissions:
$ sudo /bin/chmod go+x <switch backup directory>
If this is a PMAC system, change ownership:
$ sudo /bin/chown -R pmacd:pmacbackup <switch backup directory>

Execute the backup command.

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
backupConfiguration service=ssh service filename=<switch name>-backup

Ea

Verify switch configuration was backed up by cat <switch_name> and inspect its contents to
ensure it reflects the latest known good switch configurations. Copy the files to the backup
directory.

$ sudo /bin/ls -i ~<switch backup user>/<switch name>-backup*

9

$ sudo /bin/cat ~<switch backup user>/<switch name>-backup*

$ sudo /bin/chmod 644 <switch name>-backup*

$ sudo /bin/mv -i ~admusr/<switch name>-backup* <switch backup directory>/

Note: The cat command may leave garbled text on the next terminal prompt. Disregard this

text.
Example:
[admusr@pmac ~]1$
PuTTYPUTTYPuTTYPUTTYPuTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUTTYPUuTTYPu

Back up the PMAC application.
$ sudo /usr/TKLC/smac/bin/pmacadm backup

°

PMAC backup has been successfully initiated as task ID 7

Note: The backup runs as a background task. To check the status of the background task use
the PMAC GUI Task Monitor screen, or issue the command $ sudo
/usr/TKLC/smac/bin/pmaccli getBgTasks. The result should eventually be PMAC
Backup successful and the background task should indicate COMPLETE.

Note: The pmacadm backup command uses a naming convention that includes a date/time
stamp in the filename (for example, backupPmac_20111025_100251.pef). In the
example provided, the backup filename indicates it was created on 10/25/2011 at
10:02:51 am server time.
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Procedure 8. Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or Cisco 3020
Enclosure Switch

Step | Result

Verify PMAC backup was successful.

7.
[ Note: If the background task shows the backup failed, then the backup did not complete
successfully. STOP and contact My Oracle Support (MOS).

The output of pmaccli getBgTasks should look similar to the example below:
$ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks
2: Backup PMAC COMPLETE - PMAC Backup successful

Step 2: of 2 Started: 2012-07-05 16:53:10 running: 4 sinceUpdate: 2
taskRecordNum:

2 Server Identity:
Physical Blade Location:
Blade Enclosure:

Blade Enclosure Bay:
Guest VM Location:

Host IP:

Guest Name:

TPD IP:

Rack Mount Server:

IP:

Name:

8. Save the PMAC backup.

[] The PMAC backup must be moved to a remote server. Transfer (sftp, scp, rsync, or preferred
utility), the PMAC backup to an appropriate remote server. The PMAC backup files are saved in
the following directory: /var/TKLC/smac/backup.

9. Save FW files.

[] If a firmware upgrade, switch replacement, or an initial install (which performed a FW upgrade

during initialization) was performed, backup the FW image used by performing one of the
following commands:
If the FW upgrade was performed with TFTP:

If on a PMAC system:

$ sudo /bin/mv -i /var/TKLC/smac/image/<fw image>
<switch backup directory>/

If on a non-PMAC system:

$ sudo /bin/mv -i /var/lib/tftpboot/<fw image>
<switch backup directory>/

If the FW upgrade was performed with SCP:

$ sudo /bin/mv -i ~<switch backup user>/<fw image>
<switch backup directory>/

Otherwise, proceed to the next step.

10. Repeat steps 1. and 4. through 6. for each switch to be backed up.
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3.2.8 Replace a Failed Telco T5C-24GT

This procedure configures a Telco T5C-24GT switch with an appropriate configuration from its
corresponding T1200 server.

This procedure assumes a T1200 server running TPD 6.7 or higher and connected serially to the Telco
T5C-24GT switch console port via /dev/ttyUSB1.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate values.

Variable Value

<T1200_server_ RMM_IP>

<T1200_server_RMM_user>

<T1200_server RMM_user_password>

<T1200_server__password>

<Telco_switch_name>

<Telco_switch_password>

<Telco_switch_Enable_password>

<T5CL3_24 firmware_image_file>

<Remote_customer_target_IP>

Notes:

e See the T1200 Solutions Firmware Upgrade Pack (Tekelec part# 909-1618-001) for appropriate
T5CL3_24G firmware image.

e The <Remote_customer_target_IP> is identified later in this procedure.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 9. Replace a Failed Telco T5C-24GT

Step | Procedure Result
1. Telco Identify and power down the failed Telco switch. Label and disconnect all
[] T5CL3_24G: cables connected to the Telco switch. Remove the defective Telco switch
Power off failed
switch
2. Telco Install new Telco switch and re-cable all cables, except for uplinks to customer
[] T5CL3_24G: network. Connect power and power on switch.

Replace switch | | the ssh_service parameters, the value for user is the value for the variable
<switch_backup_user>.

Management Log into the Remote Management module (RMM) using Internet Explorer with
Server RMM: the <T1200_server_RMM_user> and <T1200_server_ RMM_user_password>.

Login http://<T1200_server_RMM_IP>

[]»
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Procedure 9. Replace a Failed Telco T5C-24GT

Step | Procedure Result
4. Management Click the Console icon in the upper left corner to launch the Remote Console
[] Server RMM: on the server.
Log into the Click Don’t Block if the Security Warning window displays.
Telco T1200 Note: Different versions of Internet Explorer may present additional security
remote console
prompts.
If not already done, login as admusr using the <T1200_server_password>
password.
5. Management Determine whether needed minicom files are already available by issuing the
[] Server: Verify | following command:
console $ /bin/ls -1 /etc/minirc.*
connection If the minirc.<Telco_switch_name> file is not listed, set up the serial
connections to the switch by issuing the following command:
$ sudo /usr/TKLC/plat/bin/remoteConsole --add —--
name=<Telco_ switch name> --bps=9600 --port=ttyUSBl
6. Management $ sudo /usr/bin/minicom <Telco switch name>
[] Server: Welcome to minicom 2.1
ConneCt OPTIONS: History Buffer, F-key Macros, Search History Buffer,
serially to the I18n
switch Compiled on Jan 7 2007, 01:16:05.
Press CTRL-A Z for help on special keys
Press Enter
Password: <Telco switch password>
T5C-24GT>
Switch> enable
Password: <Telco switch enable password>
T5C-24GT#
If the enable command prompts for a password, the switch is not in a factory
default configuration. This may be due to a previous configuration attempt. If
this is the case, restore the factory default configuration by typing:
T5C-24GTH# write erase
wait ..
T5C-24GTH# reload no-save
Proceed with reload? [y/n] : vy
Rebooting..
[Additional output omitted]
The switch reboots to the factory default configuration. The following displays:
User Access Verification
Password:
7. Management Type exit and press Enter to exit the console session.
[] Sherver_: Ex't Exit the minicom session:
the switc
1. Press Ctrl-A.
console and
minicom 2. Press X.
session
3. Press Enter.
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Procedure 9.

Replace a Failed Telco T5C-24GT

Step | Procedure Result
8. Management $ /bin/ls -1 /usr/TKLC/plat/etc/vlan.conf
N Server: Verify /usr/TKLC/plat/etc/vlan.conf
the switch If the file “vlan.conf” file does not exist, stop and contact My Oracle Support
configuration (MOS).
file exists
9. Management $ /bin/ls -1
D Server: Verify /var/TKLC/switchconfig/<T5CL3 24G firmware image file>
the switch If the appropriate image does not exist, please check the T1200 Solutions
firmware binary | Firmware Upgrade Pack (Tekelec part# 909-1618-001), or contact My Oracle
exists Support (MOS).
10. Management $ /sbin/chkconfig --list tftp
[] Server: Verify | tftp off
TFTS sderwce IS | If the tftp service is set to off, turn on tftp by issuing the following command:
enable $ sudo /sbin/chkconfig tftp on
Verify that it is now enabled:
$ /sbin/chkconfig --list tftp
tftp on
11. Management $ sudo /sbin/service xinetd status
[] | Server: Verify | |f the output from the above command is:
?(metd _Serwce xinetd (pid xxxx) 1s running...
is runnin .
9 Run the following command:
$ sudo /sbin/service xinetd restart
Stopping xinetd: [ OK ]
Starting xinetd: [ OK ]
If the output from the above command is:
xinetd is stopped
Run the following command:
$ sudo /sbin/service xinetd start
Starting xinetd: [ OK ]
12. Management Run iptablesAdm to modify iptables to allow the switch to pull configuration
[] Server: Modify | data from the server.
iptables to S sudo iptablesAdm insert --type=rule --protocol=ipv4d --
allow TFTP domain=10platnet --table=filter --chain=INPUT --persist=yes -
-match="-s <mgmt network> -p udp --dport 69 -j ACCEPT" --
location=1
13. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --
] Server: Verify chain=INPUT --domain=10platnet --table=filter
firewall is Persist Domain __Table Chain_ Match
configured yes l0platnet filter INPUT -s <mgmt network> -p udp --dport
properly 69 -j ACCEPT
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Procedure 9.

Replace a Failed Telco T5C-24GT

Step | Procedure Result
14. Management Run switchconfig to configure the switch.
] Server: $ sudo /usr/TKLC/plat/sbin/switchconfig --
Configure the swname=<Telco switch name>
switch Successfully enabled on switch <Telco switch name>.
Reloading switch <Telco_switch_name> with defaults, please
standby...
Switch <Telco switch name> successfully set to default
configuration.
Successfully started management VLAN on <Telco_switch name>.
Startup configuration created OK.
Successfully uploaded startup config for <Telco switch name>.
Removing config file <Telco switch name>.startup-config from
/var/lib/tftpboot.
Reloading switch <Telco switch name>, please standby..
Reload of switch <Telco switch name> complete.
Switch <Telco switch name> successfully configured.
Note: This step takes approximately 20 minutes to complete.
15. Management Stop the xinetd service once the switch has been upgraded and configured:
D Server: Stop $ sudo /sbin/service xinetd stop
the )finetd Stopping xinetd:
service
16. Management Disable the tftp service by running the following command:
D Server: $ sudo /sbin/chkconfig tftp off
Disable TFTP
services
17. Telco Connect the uplink cables from the new Telco switch to the customer network.
[] T5CL3_24G:
Connect uplink
cables
18. Management To ensure traffic is flowing through both Telco switches properly after a RMA
] Server: Test procedure, start up a ping on each T1200 server:
switches

$ /bin/ping <Remote customer target ip>

Notes

e If the management server is a SOAM, use the IP address of the NOAM
VIP for <Remote_customer_target_ip>.

¢ If the management server is an NOAM, use the address of the SOAM VIP
for <Remote_customer_target _ip>.
With these pings running on each server, perform the following steps:

1. Onthe Management Server connected to the replacement Telco switch,
force it to use eth01 by running the following command:

$ sudo /sbin/ifenslave -c¢ bondl ethO1

2. On the mated Management server connected to the mated Telco switch,
force it to use eth02 by running the following command:

Page | 84

E91175-01




Platform 6.5 Configuration Guide

Procedure 9. Replace a Failed Telco T5C-24GT

Step | Procedure Result

$ sudo /sbin/ifenslave -c bondl eth02

If either server is not pinging correctly or has stopped responding at this
point, please contact My Oracle Support (MOS).

On the new/replacement Telco switch, unplug the customer uplink cables.

Verify the pings from each server are still reaching
<Remote_customer_target_ip>.

There may be a brief pause after unplugging the uplink cables as the
mated switch takes over the VRRP interfaces (less than 5 seconds).

e If the pings are no longer reaching <Remote_customer_target_ip> on
both servers, stop and contact My Oracle Support (MOS).

e If the pings continue, this verifies the mated switch is performing as
expected by sending traffic to the customer network, and traffic is
flowing to it over the ISL from the replacement Telco switch.

5. Replace the uplink cables to the customer network on the replacement
Telco switch.

6. On the mated Telco switch, unplug the customer uplink cables.

7. Verify the pings from each server are still reaching
<Remote_customer_target_ip>.

Again, there may be a brief pause after unplugging the uplink cables as
the replaced Telco switch takes over the VRRP interfaces (less than 5
seconds).

¢ If the pings are no longer reaching <Remote_customer_target_ip> on
both servers, stop and contact My Oracle Support (MOS).

¢ If the pings continue, this verifies traffic is flowing over the
replacement Telco switch to the customer network and over the ISL
and that both switches are functioning as expected.

8. Replace the uplink cables to the customer network on the replacement
Telco switch.
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Procedure 9. Replace a Failed Telco T5C-24GT

Step | Procedure Result

19. Management Execute the commands that disable tftp transfer.

] Server: $ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --
Disable TFTP ns=Xinetd stopXinetdService

service tftp force yes

Login on Remote: platcfg

Password of platcfg: <platcfg password>
1

Zero is expected.

ns=Xinetd getXinetdService

service tftp

Login on Remote: platcfg

Password of platcfg: <platcfg password>
0

Ensure the tftp service is not running by executing the following command. A

$ sudo /usr/TKLC/plat/bin/tpdProvd --client --noxml --

If a 1 is returned, repeat this step until getXinetdService returns a zero.

20. Management $ sudo iptablesAdm delete --type=rule --protocol=ipv4 --
N Server: domain=10platnet --table=filter --chain=INPUT --persist=yes --
Remove the match="-s <mgmt network> -p udp --dport 69 -j ACCEPT"
iptables rule to
allow TFTP
21. Management $ sudo iptablesAdm show --type=rule --protocol=ipv4 --
D Server: Verify chain=INPUT --domain=10platnet --table=filter
the firewall is Persist _ Domain __Table _Chain_ _ Match
configured
properly

3.3 C-Class Enclosure Switch — netConfig Procedures

3.3.1 Configure Cisco 3020 Switch (netConfig)

This procedure configures 3020 switches from the PMAC server using templates included with an

application.

Prerequisites:

e PMAC must be installed

¢ 3.1 Configure netConfig Repository

e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e |If the aggregation switches are supported by Oracle, the Cisco 4948/4948E/4948E-F switches must
be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for

assistance.
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e No IPM switches activity can occur during the execution of this procedure.

Note:

Needed Material
e HP MISC Firmware 1SO image

The Cisco 3020 is not compatible with the IPv6 management configuration.

e Refer to the [4] Oracle Firmware Upgrade Pack Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result

1. Virtual PMAC: | Login as admusr to the PMAC, then run:
[ Prepare for $ /bin/ping -w3 <mgmtVLAN gateway address>

switch

configuration
2. Virtual PMAC: | For each 3020 switch, verify network reachability.
[] Verify network $ /bin/ping -w3 <enclosure switch IP>

connectivity
3. Virtual PMAC: | Enable the DEVICE.NETWORK.NETBOOT feature with the management role
[] Modify PMAC to allow tftp traffic:

feature to allow $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --

TFTP featureName=DEVICE.NETWORK.NETBOOT --enable=1

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures
Note: This may take up to 60 seconds to complete.

4. Virtual PMAC: | Verify the initialization xml and configuration xml template files are present
[] Verify template | on the system and are the correct version for the system.

xml files exist

Note: The XML files prepared in advance with the NAPD can be used as
alternatives.

$ /bin/more /usr/TKLC/smac/etc/switch/xml/3020 init.xml
$ /bin/more /usr/TKLC/smac/etc/switch/xml/3020 configure.xml

If either file does not exist, copy the files from the application media into the
directory.

If 3020 _init.xml file exists, page through the contents to verify it is devoid of
any site-specific configuration information other than the device name. If the
template file is appropriate, then continue to step 6.

If 3020_configure.xml file exists, page through the contents to verify it is the
appropriate file for this site and edited for this site. All network information is
necessary for this activity. If the template file is appropriate, then continue to
step 6.
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result

5. Virtual PMAC: | Update 3020_init.xml file:

] MOdify 3020 $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/3020 init.xml
?<mI f|Ies.for Update 3020_configure.xml file:
information i ) , ,
needed to sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/3020 config.xml
configure the Note: Modify values notated with a preceding dollar sign. So a value with
switch $some variable name needs to be modified. Remove the dollar sign

and the less than, greater than sign.
When editing is complete, save the file and quit.

6. Virtual 1. If the switch has been previously configured using netConfig or previous

[] PMAC/OA attempts at initialization have failed, use netConfig to reset the switch to
GUI: Reset factory defaults by executing the following command:
switch to

factory defaults

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
setFactoryDefault

If the command fails, use Internet Explorer to navigate to
<enclosure_switch_ip_address>.

2. If you are asked for a username and password, leave the username blank
and use the appropriate password provided by the application
documentation.

Click OK.

4. If you are prompted with the Express Setup screen, click Refresh.

Catalyst Blade Switch 3020 Express Setup

GRefﬂasl‘ Q/K)Prlr: ?H-:—I:x

Network Settings

Management Intarface (VLAN ID):
1P Address: Subnet Mask: | 128
Defavit Gateway: o Lfeo]fs |D

Swritch Password: Canfirm Switch Password

Optional Settings

Hast Nama: Switch

Telnet Access: CEnable @ Disable

Telnet Password: Confirm Telnet Password:
SNMP: Enable (@ Disable

SNMP Read Community: SNMP Write Community:

System Contact System Locabon:

5. If you are prompted with Do you want a secured session with the
switch?, click No.

A new Catalyst Blade Switch 3020 Device Manager displays.
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result

6. Navigate to Configure -> Restart/Reset.

Dashboard

w Configure
Port Settings * Restart the switch with its current settings.

Express Setup
Restart / Reset
b Monitor
} Maintenance

" Reset the switch to factory defaults, and then restart the switch.

7. Select the Reset the switch to factory defaults, and then restart the
switch option.

8. Click Submit.

9. Click OK to continue with the reset.

Windows Internet Explorer

»_?/ The device will reset to its Factory defaulk settings and will delete its current IP address. Do you want to continue?

[ oK |’ Cancel ]

Note: Do not wait for the switch to finish reloading before proceeding to the
next step.

Virtual PMAC: | Remove the old ssh key:

Remove the $ sudo /usr/bin/ssh-keygen -R <enclosure switch ip>

old ssh key and :

initialize th The following command must be entered at least 60 seconds and at most 5
initialize the minutes after the previous step is completed.

switch
$ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml1/3020 init.xml

Processing file: /usr/TKLC/smac/etc/switch/xml/3020 init.xml

X

Waiting to load the configuration file...
loaded.
Attempting to login to device...

Configuring....

Note: This step takes about 10-15 minutes to complete. It is imperative that
you wait until returned to the command prompt. DO NOT PROCEED
UNTIL RETURNED TO THE COMMAND PROMPT.

Check the output of this command for any errors. A successful completion of
netConfig returns the user to the prompt. Due to strict host checking and the
narrow window of time in which to perform the command, this command is
prone to user error. Most issues are corrected by returning to the previous
step and continuing. If this step has failed for a second time, stop the
procedure and contact My Oracle Support (MOS).

Page | 89 E91175-01




Platform 6.5 Configuration Guide

Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result
8. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
[j Reboot the reboot save=no
switch using Wait 2-3 minutes for the switch to reboot. Verify it has completed rebooting
netConfig and is reachable by pinging it.
$ /bin/ping <enclosure switch IP>
From 10.240.8.48 icmp seg=106 Destination Host Unreachable
From 10.240.8.48 icmp seg=107 Destination Host Unreachable
From 10.240.8.48 icmp seq=108 Destination Host Unreachable
64 bytes from 10.240.8.13: icmp seqg=115 ttl=255 time=1.13 ms
64 bytes from 10.240.8.13: icmp seqg=116 ttl=255 time=1.20 ms
64 bytes from 10.240.8.13: icmp seqg=117 ttl=255 time=1.17 ms
9. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ?_/Ia"date XML e Thefile is valid
ile
e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -file=3020 configure.xml
—testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
10. Virtual PMAC: | Configure both switches by issuing the following command:
] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --

switches

file=/usr/TKLC/smac/etc/switch/xml1/3020 configure.xml

Processing file:
/usr/TKLC/smac/etc/switch/xml/3020 configure.xml

Note: This may take up to 2-3 minutes to complete.

Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).

A successful completion of netConfig returns the user to the prompt.
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Procedure 10. Configure Cisco 3020 Switch (netConfig)

Step | Procedure Result
11. Virtual PMAC: | To verify the configuration was completed successfully, execute the following
[] Verify switch command and review the configuration:
configuration # sudo /usr/TKLC/plat/bin/netConfig showConfiguration --

device=<switch name>

Configuration: = (

Building configuration...

Current configuration : 3171 bytes

!

! Last configuration change at 23:54:24 UTC Fri Apr 2 1993 by
plat

!

version 12.2

<output removed to save space >

monitor session 1 source interface Gi0/2 rx

monitor session 1 destination interface GiO/1 encapsulation
replicate

end

)
Return to step 4. and repeat for each 3020 switch.

12. Virtual PMAC: | Disable the DEVICE.NETWORK.NETBOOT feature:

[] Modify PMAC $ sudo /usr/TKLC/smac/bin/pmacadm editFeature --
feature to featureName=DEVICE.NETWORK.NETBOOT --enable=0
disable TFTP $ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

Note: This may take up to 60 seconds to complete.

13. Virtual PMAC: | Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or

[] Repeat Cisco 3020 Enclosure Switch (netConfig) for each switch configured in this
procedure.
14, Virtual PMAC: | Remove the FW file from the tftp directory.
] Clean up FW $ sudo /bin/rm -f /var/TKLC/smac/image/<FW_ image>
file

3.3.2 Replace a Failed 3020 Switch (netConfig)
This procedure configures a replacement 3020 switch.
Prerequisite: User has determined which switch has failed.
Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP
Solutions Firmware Upgrade Pack.

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image_file>

Needed Material: HP MISC firmware ISO image

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 11. Replace a Failed 3020 Switch

Step | Procedure Result
1. Cabinet: Remove failed switch and replace with new switch of same model.
[] Replace switch
2. Cabinet: Connect all network and console cables to the new switch. Ensure each cable
[] Attach cable to | is connected to the same ports of the replacement switch as they were in the
new switch failed switch.
Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink.
3. Virtual PMAC: | Firmware version must be identical between mating switches, to check the
] Move firmware | firmware on the mate switch use the following command:
image $ sudo /usr/TKLC/plat/bin/netConfig --
device=<switch hostname> getFirmware
Move the appropriate FW image from the switch backup directory to the TFTP
directory by performing the following command:
For a PMAC System:
$ sudo /bin/mv -i <switch backup directory/<FW_image>
/var/TKLC/smac/image/
For a non-PMAC System:
$ sudo /bin/mv -i <switch backup directory/<FW_image>
/var/lib/tftpboot/
Note: If the file does not exist on the server, copy it from the firmware media.
4. Virtual PMAC: | Perform 3.3.1 Configure Cisco 3020 Switch (netConfig), steps 3. through 9.
[] Apply and 12. , replacing the values for the switch being replaced.
configuration
5. Virtual PMAC: | Navigate to the <switch_backup_user> home directory.
] R9$UNethe $ cd ~<switch backup user>
switch to the Verify your location on the server
latest known S /bin/pwd
good in/pw
configuration /home/<switch backup user>
6. Virtual PMAC: | Copy the switch backup files to the home directory of the
[] Copy switch <switch_backup_user> by performing the following command:
backup file $ sudo /bin/cp -i

/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup*
/home/<switch backup user>/

Get a list of the file copied over.

Note: ‘'switchlA is shown as an example.
$ /bin/ls -1
switchlA-backup
switchlA-backup.info
switchlA-backup.vlan
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Procedure 11. Replace a Failed 3020 Switch

Step | Procedure Result

7. Virtual PMAC: | Verify switch is initialized correctly and connectivity to the switch by verifying
[] Verify switch is | the hostname.

initialized $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
getHostname

Hostname: switchlA

Note: The value beside Hostname should be the same as the
<switch_name> variable.

8. Virtual PMAC: $ cd ~<switch backup user>

[] Restore $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-
backup*
$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
restoreConfiguration service=ssh service
filename=<switch hostname>-backup

Q. Virtual PMAC: | Perform 3.3.1 Configure Cisco 3020 Switch (netConfig), step 10.

] Verify

connectivity

10. Virtual PMAC: | Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:
$ sudo rm ~admusr/<fw_ filename>

$ sudo rm /var/TKLC/smac/image/<fw filename>

3.3.3 Configure HP 6120XG Switch (netConfig)

This procedure configures the HP 6120XG switches from the PMAC server and the command line
interface using templates included with an application.

Prerequisites:

e PMAC must be installed

¢ 3.1 Configure netConfig Repository

e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

o If the aggregation switches are supported by Oracle, the Cisco 4948/4948E/4948E-F switches must
be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

e Must be able to issue commands on the switch command line interface
Needed Material

e HP MISC Firmware ISO image

o Refer to the [4] Oracle Firmware Upgrade Pack Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media
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Note:

The HP 6120XG switch requires router advertisements for learning the IPv6 default route. No

manual IPv6 default route can be configured on this switch.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
1. Virtual PMAC: | If aggregation switches are supported by Oracle, log into the management
[] Prepare for server as admusr to the PMAC, then run:
switgh _ $ /bin/ping -w3 <switchlA mgmtVLAN address>
configuration $ /bin/ping -w3 <switchlB mgmtVLAN address>
$ /bin/ping -w3 <switch mgmtVLAN VIP>
If aggregation switches are provided by customer, log into the management
server as admusr to the PMAC, then run:
$ /bin/ping -w3 <mgmtVLAN gateway address>
2. Virtual PMAC: | For each 6120XG switch, verify network reachability.
] Verify network $ /bin/ping -w3 <enclosure switch IP>
connectivity
3. Virtual PMAC: | If the 6120XG switch has been configured before this procedure, clear the
[] Reset switch to | configuration using the following command:

factory defaults

$ /usr/bin/ssh <username>@<enclosure switch IP>
Switch# config
Switch (config) # no password all

Password protection for all will be deleted, continue [y/n]?
Yy
Switch (config) # end

Switch# erase startup-config

Configuration will be deleted and device rebooted, continue
[y/nl? y

(switch will automatically reboot, reboot takes about 120-180
seconds)

Note: You may need to press [ENTER] twice. You may also need to use
previously configured credentials.

If the command fails, login using telnet and reset the switch to manufacturing
defaults.

$ /usr/bin/telnet <enclosure switch IP>
Switch# config
Switch(config)# no password all (answer yes to question)
Password protection for all will be deleted, continue [y/n]?
Yy
Switch (config) # end
Switch# erase startup-config
(switch will automatically reboot, reboot takes about 120-180
seconds)

Note: The console connection to the switch must be closed, or the

initialization fails.
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
4. Virtual PMAC: $ sudo /bin/cp -i /<path to media>/6120XG_init.xml
[] Copy switch /usr/TKLC/smac/etc/switch/xml
configuration $ sudo /bin/cp -i /<path to
tenuﬂa&aﬂon1 media>/6120XG [single,LAG]Uplink configure.xml
mediato TETP | /usr/TKLC/smac/etc/switch/xml
directory $ sudo /bin/cp -i /usr/TKLC/plat/etc/TKLCnetwork-config-
templates/templates/utility/addQOS trafficTemplate 6120XG.xml
/usr/TKLC/smac/etc/switch/xml
where [single, LAG] are variables for either of these files:
e 6120XG_SingleUplink_configure.xml is for one uplink per enclosure switch
topology
o 6120XG_LAGUplink_configure.xml is for LAG uplink topology
5. Virtual PMAC: | Verify the switch initialization and configuration template files are in the correct
[] Verify switch directory.
configuration $ sudo /bin/ls -1 -1 /usr/TKLC/smac/etc/switch/xml/
-rw-r—--r—-—- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6120XG_init.xml
-rw-r--r-- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6120XG [single, LAG]Uplink confi
gure.xml
-rw-r--r-- 1 root root 702 Sep 10 10:33
addQOS trafficTemplate 6120XG.xml
6. Virtual PMAC: | Modify values notated with a preceding dollar sign (for example, addresses
] Edit switch and VLAN IDs). So a value with $some variable name needs to be modified.
configuration Remove the dollar sign and the less than, greater than sign.
f'!f templf'?te for | Note: Files created in this step can be prepared ahead of time using NAPD.
Site-specific
information $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6120XG_init.xml
$ sudo /bin/vi
/usr/TKLC/smac/etc/switch/xml/6120XG_[single,LAG]Uplink configur
e.xml
$ sudo /bin/vi
/usr/TKLC/smac/etc/switch/xml/addQOS trafficTemplate 6120XG.xml
7. Virtual PMAC: | Log into the switch using ssh.
[] Apply $ /usr/bin/ssh <username>@<enclosure switch IP>
include- Switch# confi
credentials g
command to Switch(config)# include-credentials
the switch If prompted, answer yes to both questions.

Log out of the switch.
Switch (config)# logout
ly/n]? y

Do you want to save current configuration

Do you want to log out
[y/n/"Cl? y
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
8. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
N Initialize the file=/usr/TKLC/smac/etc/switch/xml/6120XG _init.xml
switch Processing file: /usr/TKLC/smac/etc/switch/xml/3020 init.xml
Waiting to load the configuration file...
loaded.
Attempting to login to device...
Configuring....
Note: This step takes 5-10 minutes to complete.
The user is returned to the PMAC command prompt. If netConfig fails to
complete successfully, contact My Oracle Support (MOS).
9. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ?_/Ia"date XML |4 The file is valid
ile
e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -
file=6120XG [single, LAG]Uplink configure.xml -testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
10. Virtual PMAC: | Configure both switches by issuing the following command:
[] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --
switches file=/usr/TKLC/smac/etc/switch/xml1/3020 configure.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/6120XG_[single, LAG]Uplink confi
gure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns the user to the prompt.
11. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --
] Apply QoS file=/usr/TKLC/smac/etc/switch/xml/addQOS trafficTemplate 6120XG
settings ~xml

Note: The switch reboots after this command. This step takes 2-5 minutes.
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Procedure 12. Configure HP 6120XG Switch

Step | Procedure Result
12. Virtual PMAC: | Verify network reachability and configuration.
] Verify proper $ /bin/ping -w3 <enclose switch IP>
configuration of s Jusr/bin/ssh
switches <switch platform username>@<enclosure switch IP>
<switch platform username>@<enclosure switch IP>'s password:
<switch platform password>
Switch# show run
Inspect the output and ensure it is configured per site requirements.
13. Virtual PMAC: | Repeat steps 3. through 12. for each HP 6120XG.
[] Repeat
14, Back up HP for | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] each switch Switch for each switch configured in this procedure.
15. Virtual PMAC: | Remove the FW image from the users' home directory and TFTP directory
[] Clean up FW with the following command:

$ sudo /bin/rm -f ~<switch backup user>/<fw filename>

3.3

4 Configure HP 6125G Switch (netConfig)

This procedure configures the HP 6125G switches from the PMAC server and the command line interface
using templates included with the application.

Prerequisites:

PMAC must be installed

3.1 Configure netConfig Repository

7.1 Configure Initial OA IP

7.2 Configure Initial OA Settings Using the Configuration Wizard

Must be able to issue commands on the switch command line interface

If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E/4948E-F switches
must be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

Needed Material

Application-specific documentation (document that referred to this procedure)

Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
1. Virtual PMAC: | If the aggregation switches are supported by Oracle, login as admusr to the
[] Prepare for PMAC, then run:
switch $ /bin/ping -w3 <switchlA mgmtVLAN address>
configuration $ /bin/ping -w3 <switchlB mgmtVLAN address>
$ /bin/ping -w3 <switch mgmtVLAN VIP>
If the aggregation switches are provided by the customer, login as admusr to
the PMAC, then run:
$ /bin/ping -w3 <mgmtVLAN gateway address>
2. Virtual PMAC: | For each OA, verify network reachability.
[] Verify network $ /bin/ping -w3 <OAl IP>
connectivity $ /bin/ping -w3 <OA2 IP>
3. Virtual PMAC: | Login to OAL to determine if it is active:
[] Determine $ /usr/bin/ssh root@<OAl IP>
which OA is

currently active

The OA is active if you see the following:
Using username "root".

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.70

Built: 10/01/2012 @ 17:53

OA Bay Number: 2

OA Role: Active
root@10.240.8.6"'s password:

If you see the following, it is standby:
Using username "root".

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.70

Built: 10/01/2012 @ 17:53

OA Bay Number: 1

OA Role: Standby

root@10.240.8.5's password:

Press Ctrl + C to close the SSH session.

If OA1 has a role of standby, verify that OA2 is the active by logging into it:
$ /usr/bin/ssh root@<OA2 IP>

Using username "root".

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6's password:
In the following steps, OA refers to the active OA and <active_OA_IP> refers
to the IP address of the active OA.
Note: If no OA reports active, STOP and contact My Oracle Support (MOS).
Exit the SSH session.
4, Virtual PMAC: | If the 6125G switch has been configured before this procedure, clear the
[] Restore switch | configuration using the following command:
to factory $/usr/bin/ssh root@<active OA IP>
defaults

Using username "root".

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.70

Built: 10/01/2012 @ 17:53

OA Bay Number: 2

OA Role: Active

root@10.240.8.6's password: <OA password>

> connect interconnect <switch IOBAY #>

Press [Enter] to display the switch console:

Note: You may need to press ENTER twice. You may also need to use
previously configured credentials.

<switch>reset saved-configuration

The saved configuration file will be erased. Are you sure?

[Y/N]:y

Configuration file in flash is being cleared.

Please wait

MainBoard:

Configuration file is cleared.

<switch>reboot

Start to check configuration with next startup configuration
file, please wait......... DONE !

This command will reboot the device. Current configuration will
be lost, save current configuration? [Y/N]:n

This command will reboot the device. Continue? [Y/N]: y

The switch automatically reboots. This takes 120-180 seconds. The switch
reboot is complete when you see the following text:
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
[..Output omitted..]
User interface aux0 is available.
Press ENTER to get started.
When the reboot is complete, disconnect from the console by pressing Ctrl +
Shift + -, then d.
Note: If connecting to the virtual PMAC through the management server iLO
then Appendix E.1 Access a Server Console Remotely applies.
Disconnect from the console by pressing Ctrl +v.
Exit from the OA terminal:
>exit
Note: The console connection to the switch must be closed or the
initialization fails.
5. Virtual PMAC: $ sudo /bin/cp -i /<path to media>/6125G init.xml
D Copy switch /usr/TKLC/smac/etc/switch/xml
configuration $ sudo /bin/cp -i /<path to media>/6125G configure.xml
template from /usr/TKLC/smac/etc/switch/xml
media to TFTP
directory
6. Virtual PMAC: | Verify the switch initialization and configuration template files are in the TFTP
[] Verify switch directory.
configuration $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/xml/
-rw-r--r-- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6125G init.xml
-rw-r--r—-—- 1 root root 1955 Feb 16 11:36
/usr/TKLC/smac/etc/switch/xml/6125G configure.xml
7. Virtual PMAC: | Modify values notated with a preceding dollar sign (for example, addresses
] Edit switch and VLAN IDs). So a value with $some variable name needs to be modified.
configuration Remove the dollar sign and the less than, greater than sign.
f'!te templf':fl_te for | Note: Files created in this step can be prepared ahead of time using NAPD.
site-specific
inforrr?ation $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6125G init.xml
$ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6125G configure.xml
8. Virtual PMAC: | Note: The console connection to the switch must be closed or the
[] Initialize the initialization fails.
switch $ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/6125G_init.xml
Note: This step takes 5-10 minutes to complete.
9. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getHostname --
] Verify switch device=<switch hostname>
initialized Hostname: <switch hostname>

Note: This step takes 2-3 minutes to complete.

The user is returned to the PMAC command prompt. If netConfig fails to
complete successfully, contact My Oracle Support (MOS).
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
10. Virtual PMAC Execute Appendix J Downgrade Firmware on a 6125G Switch to verify the
[] existing firmware version and downgrade if required
11. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ;_/Ia"date XML | o Thefile is valid
ile
e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values
To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig —-file=6125G configure.xml
—testRun
> dev/null
If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
12. Virtual PMAC: | Configure the switch by issuing the following command:
] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --
switch file=/usr/TKLC/smac/etc/switch/xml/6125G configure.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/6125G configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns the user to the prompt.
13. Virtual PMAC: | For IPv6 management networks, the enclosure switch requires an IPv6 default
[] Add IPv6 route to be configured. Apply the following command using netConfig:
default route $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
(IPv6 network addRoute network=::/0 nexthop=<mgmtVLAN gateway address>
only)
14. Virtual PMAC: | Once the HP 6125G has finished booting from the previous step, verify
[] Verify proper network reachability and configuration.
conﬁguraﬂonof $ /bin/ping -w3 <enclosure switch IP>
switch PING 10.240.8.10 (10.240.8.10) 56(84) bytes of data.64 bytes
from 10.240.8.10: icmp seg=1 ttl=255 time=0.637 ms64 bytes from
10.240.8.10:icmp seg=2 ttl=255 time=0.661 ms64 bytes from
10.240.8.10: icmp seg=3 ttl=255 time=0.732 m
$ /usr/bin/ssh <switch platform username>@<enclosure switch IP>
<switch platform username>@<enclosure switch IP>'s password:
<switch platform password>
Switch hostname> display current-configuration
Inspect the output and ensure it is configured as per site requirements.
15. Virtual PMAC: | Repeat steps 4. through 14. for each HP 6125G switch.
[] Repeat
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Procedure 13. Configure HP 6125G Switch

Step | Procedure Result
16. Virtual PMAC Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] Switch for each switch configured in this procedure.
17. Virtual PMAC: | Remove the FW file from the tftp directory.
[] Clean up FW $ sudo /bin/rm -f ~<switch backup user>/<FW image>
file
3.3.5 Configure HP 6125XLG Switch (netConfig)

This procedure configures the HP 6125XLG switches from the PMAC server and the command line
interface using templates included with the application.

Prerequisites:
¢ PMAC must be installed

e 3.1 Configure netConfig Repository
e 7.1 Configure Initial OA IP

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e Must be able to issue commands on the switch command line interface

e If the aggregation switches are supported by Oracle, the Cisco 4948/4948E/4948E-F switches must
be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

Needed Material

¢ Application-specific documentation (document that referred to this procedure)

e Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
1. Virtual PMAC: | If the aggregation switches are supported by Oracle, login as admusr to the
[] Prepare for PMAC, then run:
switch $ /bin/ping -w3 <switchlA mgmtVLAN address>
configuration $ /bin/ping -w3 <switchlB mgmtVLAN address>
$ /bin/ping -w3 <switch mgmtVLAN VIP>
If the aggregation switches are provided by the customer, login as admusr to
the PMAC, then run:
$ /bin/ping -w3 <mgmtVLAN gateway address>
2. Virtual PMAC: | For each OA, verify network reachability.
[] | Verify network $ /bin/ping -w3 <OAl IP>
connectivity $ /bin/ping -w3 <OA2 IP>
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
3. Virtual PMAC: | Login to OAL to determine if it is active:
[] Determine $ /usr/bin/ssh root@<OAl IP>
which OA IS The OA is active if you see the following:
currently active ,
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6"'s password:
If you see the following, it is standby:
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 1
OA Role: Standby
root@10.240.8.5"'s password:
Press Ctrl + C to close the SSH session.
If OA1 has a role of standby, verify that OA2 is the active by logging into it:
$ /usr/bin/ssh root@<OA2 IP>
Using username "root".
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.70
Built: 10/01/2012 @ 17:53
OA Bay Number: 2
OA Role: Active
root@10.240.8.6"'s password:
In the following steps, OA refers to the active OA and <active_OA_IP> refers
to the IP address of the active OA.
Note: If no OA reports active, STOP and contact My Oracle Support (MOS).
Exit the SSH session.
4. Virtual PMAC: | If the 6125XLG switch has been configured before this procedure, clear the
[] Restore switch | configuration using the following command:
to factory $/usr/bin/ssh root@<active OA IP>
defaults

Using username "root".
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure

Result

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.70

Built: 10/01/2012 @ 17:53

OA Bay Number: 2

OA Role: Active

root@10.240.8.6's password: <OA password>

> connect interconnect <switch IOBAY #>

Press [Enter] to display the switch console:

Note: You may need to press ENTER twice. You may also need to use
previously configured credentials.

<switch>reset saved-configuration

The saved configuration file will be erased. Are you sure?
[Y/N]:y

Configuration file in flash is being cleared.
Please wait

MainBoard:

Configuration file is cleared.

<switch>reboot

Start to check configuration with next startup configuration
file, please wait......... DONE !

This command will reboot the device. Current configuration will
be lost, save current configuration? [Y/N]:n

This command will reboot the device. Continue? [Y/N]: y

The switch automatically reboots. This takes 120-180 seconds. The switch
reboot is complete when you see the following text:

[..Output omitted..]

User interface aux0 is available.

Press ENTER to get started.

When the reboot is complete, disconnect from the console by pressing Ctrl +
Shift + -, then d.

Note: If connecting to the virtual PMAC through the management server iLO
then Appendix E.1 Access a Server Console Remotely applies.
Disconnect from the console by pressing Ctrl +v.

Exit from the OA terminal:
>exit

Note: The console connection to the switch must be closed or the
initialization fails.

Virtual PMAC:
Copy switch
configuration
template from
media to TFTP
directory

(]9

$ sudo /bin/cp -i /<path to media>/6125XLG_init.xml
/usr/TKLC/smac/etc/switch/xml

$ sudo /bin/cp -i /<path to media>/6125XLG_configure.xml
/usr/TKLC/smac/etc/switch/xml
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
6. Virtual PMAC: | Verify the switch initialization and configuration template files are in the TFTP
[] Verify switch directory.
configuration $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/xml/
131195 -rw------- 1 root root 248 May 5 11:01
6125XLG IOBAY3 template init.xml
131187 —rw--—-—-——-— 1 root root 248 May 5 10:54
6125XLG IOBAY5 template init.xml
131190 —rw---—-——- 1 root root 6194 Mar 24 15:04
6125XLG IOBAY8-config.xml
131189 -rw------- 1 root root 248 Mar 25 09:43
6125XLG IOBAY8 template init.xml
7. Virtual PMAC: | Modify values notated with a preceding dollar sign (for example, addresses
[] Edit switch and VLAN IDs). So a value with $some variable name needs to be modified.
configuration Remove the dollar sign and the less than, greater than sign.
f'!f templla;.te for | Note: Files created in this step can be prepared ahead of time using NAPD.
site-specific
inforr‘r?ation $ sudo /bin/vi /usr/TKLC/smac/etc/switch/xml/6125XLG init.xml
$ sudo /bin/vi
/usr/TKLC/smac/etc/switch/xml/6125XLG configure.xml
8. Virtual PMAC: | Note: The console connection to the switch must be closed or the
[] Initialize the initialization fails.
switch $ sudo /usr/TKLC/plat/bin/netConfig --
file=/usr/TKLC/smac/etc/switch/xml/6125XLG init.xml
Note: This step takes 5-10 minutes to complete.
9. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getHostname --
D Verify switch device=<switch hostname>
initialized Hostname: <switch hostname>
Note: This step takes 2-3 minutes to complete.
The user is returned to the PMAC command prompt. If netConfig fails to
complete successfully, contact My Oracle Support (MOS).
10. Virtual PMAC: | This script validates the XML file to a limited extent. It verifies:
[ ?_/Ia"date XML | o Thefile is valid
ile

e All required options for commands are present
e All provided options for commands are valid
e SOME, but not all, option values

To validate the XML file:
$ sudo /usr/TKLC/plat/bin/netConfig -
file=6125XLG configure.xml —-testRun
> dev/null

If nothing is returned then the XML file is valid to the extent defined above.
Along with a brief description, errors return a string indicating the line location
of the fault in the XML file.
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
11. Virtual PMAC: | Configure the switch by issuing the following command:
] Configure the $ sudo /usr/TKLC/plat/bin/netConfig --
switch file=/usr/TKLC/smac/etc/switch/xml/6125XLG configure.xml
Processing file:
/usr/TKLC/smac/etc/switch/xml/6125XLG configure.xml
Note: This may take up to 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns the user to the prompt.
12. Virtual PMAC: | For IPv6 management networks, the enclosure switch requires an IPv6 default
[] Add IPv6 route to be configured. Apply the following command using netConfig:
default route $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
(IPv6 network addRoute network=::/0 nexthop=<mgmtVLAN gateway address>
only)
13. Virtual PMAC: | Once the HP 6125G has finished booting from the previous step, verify
] Verify proper network reachability and configuration.
corjfiguration of | $ /bin/ping -w3 <enclosure switch IP>
switch PING 10.240.8.10 (10.240.8.10) 56(84) bytes of data.64 bytes
from 10.240.8.10: icmp seg=1 ttl=255 time=0.637 ms64 bytes from
10.240.8.10:icmp_seqg=2 ttl=255 time=0.661 ms64 bytes from
10.240.8.10: icmp seg=3 ttl=255 time=0.732 m
$ /usr/bin/ssh <switch platform username>@<enclosure switch IP>
<switch platform username>@<enclosure switch IP>'s password:
<switch platform password>
Switch hostname> display current-configuration
Inspect the output and ensure it is configured as per site requirements.
14. Virtual PMAC For HP 6125XLG switches connected by 4x1GE LAG uplink perform Utility
[] procedure 3.4.9 Configure Speed and Duplex for 6125 XLG LAG Ports
(netConfig); otherwise, for deployments with 10GE uplink, continue to the next
step.
15. Virtual PMAC: | Repeat steps 4. through 14. for each HP 6125XLG switch.
[] Repeat
16. Virtual PMAC For HP 6125XLG switches linking with 4x1GE uplink to customer switches,
[] field personnel are expected to work with the customer to set their downlinks
to the HP 6125XLG 4x1GE LAG to match speed and duplex set in 14.
For HP 6125XLG switches linking with 4xX1GE LAG to product Cisco
4948/E/EF aggregation switches, perform Utility Procedure 3.4.10 Configure
Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-F
(netConfig), to match speed and duplex settings from 14.
17. Virtual PMAC | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] Switch for each switch configured in this procedure.
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Procedure 14. Configure HP 6125XLG Switch

Step | Procedure Result
18. Virtual PMAC: | Remove the FW file from the tftp directory.
] Clean up FW $ sudo /bin/rm -f ~<switch backup user>/<FW_image>
file

3.3.6 Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch (netConfig)
This procedure configures a replacement HP switch.

Prerequisite: User has determined which switch has failed.

Procedure Reference Tables

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type. Fill in the appropriate value from [2] HP
Solutions Firmware Upgrade Pack.

Variable Cisco 4948 Cisco 4948E Cisco 4948E-F

<IOS_image_file>

Needed Material: HP MISC firmware ISO image

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result

1. Cabinet: Remove failed switch and replace with new switch of same model.
U] Replace switch

Virtual PMAC: | Firmware version must be identical between mating switches, to check the
Move firmware | firmware on the mate switch use the following command:
image $ sudo /usr/TKLC/plat/bin/netConfig --
device=<switch hostname> getFirmware
Move the appropriate FW image from the switch backup directory to the TFTP
directory by performing the following command:
$ sudo /bin/mv -i <switch backup directory/<FW_ image>
~<switch backup user>/

Note: If the file does not exist on the server, copy it from the firmware media.

O™

$ sudo /bin/chmod 644 <tftp directory>/<FW_image>
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Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result

3. Virtual PMAC: | For a 6120XG:

[] | Initialize switch Perform 3.3.3 Configure HP 6120XG Switch (netConfig), steps 3. -4. , 6.
(init.xml only), and 8. Return to this procedure, and continue with the next
step.

For a 6125G:
Perform 3.3.4 Configure HP 6125G Switch (netConfig), steps 3. -4. , 6.
(init.xml only), and 8. Return to this procedure, and continue with the next
step.

For a 6125XLG:
Perform 3.3.5 Configure HP 6125XLG Switch (netConfig), steps 3., 4. -6.
(init.xml only), and 8. Return to this procedure, and continue with the next
step.

4, Virtual PMAC: | Copy the switch backup files to the home directory of the

[] Copy switch <switch_backup_user> by performing the following command:

backup file $ sudo /bin/cp -i
/usr/TKLC/smac/etc/switch/backup/<switch hostname>-backup*
~<switch backup user>/

5. Virtual PMAC: | $ cd ~<switch backup user>

] Prepare to $ sudo /bin/chmod 644 ~<switch backup user>/<switch hostname>-

restore backup*
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Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result
6. Virtual PMAC: | Perform only if restoring a 6120XG switch; otherwise, skip to the next step.
[] Prepare to Some features enabled on a 6120XG may not restore properly if they
restore reference a port channel that does not currently exist on the switch ahead of
the restore operation. ldentify any port channels that need to be created on
the switch according to the backup file and create them before restoring the
configuration:
$ sudo /bin/cat <switch hostname>-backup | /bin/grep "“trunk"
Reference the following example:
$ sudo /bin/cat <switch hostname>-backup | /bin/grep "“trunk"
trunk <int list> Trk<id> LACP
trunk <int list> Trk<id> Trunk
If any port-channels are found, then for each port channel identified by the
above command, use the netConfig setLinkAggregation command to
create it and the netConfig showConfiguration command to verify its
configuration.
For example, if an LACP port channel was found, add the port-channel by
executing the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG IOBAY2
setLinkAggregation id=<id> addPort=tenGE<int list>
mode=active
If a Trunk port-channel was found (as labeled after the Trk<id>), add the port
channel by executing the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG_IOBAY2
setLinkAggregation id=<id> addPort=tenGE<int list>
mode=static
Verify the port-channels were added to the running configuration by executing
the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG_IOBAY2
showConfiguration | grep "“trunk"
trunk <int list> Trk<id> LACP
trunk <int list> Trk<id> Trunk
7. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch hostname>
] Restore restoreConfiguration service=ssh service
filename=<switch hostname>-backup
Note: The switch reboots. It takes approximately 120-180 seconds before
connectivity is restored.
8. Cabinet: Connect all network and console cables to the new switch. Ensure each cable
[] Attach cable to | is connected to the same ports of the replacement switch as they were in the
new switch failed switch.

Note: Refer to appropriate application schematic or procedure for
determining which cables are used for customer uplink.
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Procedure 15. Replace a Failed HP (6120XG, 6125G, 6125XLG) Switch

Step | Procedure Result
9. Virtual PMAC: | For a 6120XG:
L] | verify Refer to 3.3.3 Configure HP 6120XG Switch (netConfig), steps 10. -12.
connectivity . . -
Apply QoS policy and verify connectivity.
For a 6125G:
Refer to 3.3.4 Configure HP 6125G Switch (netConfig), step 17.
For a 6125XLG:

Refer to 3.3.5 Configure HP 6125XLG Switch (netConfig), step 11.

10. Virtual PMAC: | Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:
$ sudo rm ~admusr/<fw_filename>

$ sudo rm /var/TKLC/smac/image/<fw_ filename>

3.4 Utility Procedures

3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E Switch

Execute this procedure after every change to a switch configuration or after completing 3.3.3 Configure
HP 6120XG Switch (netConfig), 3.3.4 Configure HP 6125G Switch (netConfig), or 3.3.5 Configure HP
6125XLG Switch (netConfig).

e 8.1 IPM Management Server

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<switch_name>
Hostname of switch

<switch_backup_user> admusr

<FW_image>
FW file used in firmware upgrade/switch
replacement/or initial install

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 16. Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E Switch

Step | Procedure Result
1. Target Server: $ sudo /bin/ls -i -1 /usr/TKLC/smac/etc/switch/backup
] Ensure If you receive an error such as the following:
directory exists -bash: 1ls: /usr/TKLC/smac/etc/switch/backup: No such file or
directory
Then the directory must be created by issuing the following command:
$ sudo /bin/mkdir -p /usr/TKLC/smac/etc/switch/backup
Change the directory permissions:
$ sudo /bin/chmod go+x /usr/TKLC/smac/etc/switch/backup
Change directory ownership:
$ sudo /bin/chown —-R pmacd:pmacbackup
/usr/TKLC/smac/etc/switch/backup
2. Execute $ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
] backup backupConfiguration service=ssh service filename=<switch name>-
command backup
3. Copy files to $ sudo /bin/mv -i ~<switch backup user>/<switch name>-backup*
[] backup /usr/TKLC/smac/etc/switch/backup
directory
4, Verify Verify switch configuration was backed up by cat <switch_name> and inspect
[] its contents to ensure it reflects the latest known good switch configurations.
$ sudo /bin/ls -1
/usr/TKLC/smac/etc/switch/backup/<switch name>-backup*
11 P2-Switchl-backup*
—rw-r--—--- 1 root root 11910 Jul 8 10:20 <switch name>-backup
—rW-——————- 1 admusr admgrp 69 Jul 8 10:20 <switch name>-
backup.info
$ sudo /bin/cat
/usr/TKLC/smac/etc/switch/backup/<switch name>-backup
5. Repeat Repeat steps 2. through 4. for each HP switch to back up.
6. Virtual PMAC: | Remove the FW images from the users' home directory and TFTP directory
[] Clean up FW with the following command:

$ sudo rm ~admusr/<fw_filename>

$ sudo rm /var/TKLC/smac/image/<fw_ filename>
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3.4.2 Configure SNMP Communities and Trap Servers
This procedure configures SNMP communities and trap servers.
Prerequisites:

It is essential that all switches have been configured successfully using:

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
and/or

e 3.3.1 Configure Cisco 3020 Switch (netConfig) and/or

e 3.3.3 Configure HP 6120XG Switch (netConfig) and/or
e 3.3.4 Configure HP 6125G Switch (netConfig) and/or

e 3.3.5 Configure HP 6125XLG Switch (netConfig) and/or
Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<switch_name>
See Application Documentation and step 2.

<switch_platform_username>
See Application Documentation

<community string>
See Application Documentation

<SNMP_server_IP>
See Application Documentation

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 17. Configure SNMP Communities and Trap Servers

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
[] Login

Page | 112 E91175-01




Platform 6.5 Configuration Guide

Procedure 17. Configure SNMP Communities and Trap Servers

Step

Procedure

Result

2.
[

Virtual PMAC

1. Determine which devices require SNMP configuration.

$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
Devices:
Device: ©120XG TOBAY3
Vendor: HP
Model: 6120
Access: Network: 10.240.8.9
Init Protocol Configured
Live Protocol Configured
Device: €3020 TOBAY1
Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.7
Init Protocol Configured
Live Protocol Configured
Device: cClass-switchlA
Vendor: Cisco
Model: 4948E
Access: Network: 10.240.8.3
Access: OOB:
Service: console service
Console: cClass-swlA-console
Init Protocol Configured
Live Protocol Configured

2. Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches to
add/remove the community string. Note the DEVICE NAME of each
switch. This is used as <switch_name>. In the example output above,
DEVICE NAME = 6120XG_IOBAY3, C3020_IOBAY1, and
cClassswitchlA.

[

Virtual PMAC:
Configure the
community
string

To ADD a community string:
$sudo /usr/TKLC/plat/bin/netConfig addSNMP --
device=<switch name> community=<community string> uauth=RO
To DELETE a community string:

$sudo /usr/TKLC/plat/bin/netConfig deleteSNMP --
device=<switch name> community=<community string>
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Procedure 17. Configure SNMP Communities and Trap Servers

Step | Procedure Result
4, Virtual PMAC: | To ADD a trap server:
[] | Configure the For the 6120XG:
SNMP trap $ sudo /usr/TKLC/plat/bin/netConfig addSNMPNotify --
server device=<switch name> host=<snmp server ip> version=2c
auth=<community string> traplvl=not-info
For all other devices:
$ sudo /usr/TKLC/plat/bin/netConfig addSNMPNotify --
device=<switch name> host=<snmp_ server ip> version=2c
auth=<community string>
To DELETE a trap server:
For the 6120XG:
$ sudo /usr/TKLC/plat/bin/netConfig deleteSNMPNotify --
device=<switch name> host=<snmp_ server ip> version=2c
auth=<community string> traplvl=not-info
For all other devices:
$ sudo /usr/TKLC/plat/bin/netConfig deleteSNMPNotify --
device=<switch name> host=<snmp_ server ip> version=2c
auth=<community string>
5. Virtual PMAC: | Verify the switch has been configured with the appropriate SNMP communities
] Verify the and trap servers:
SNMP $ sudo /usr/TKLC/plat/bin/netConfig getSNMP --
configuration device=<switch name>
SNMP Community: "test"
$ sudo /usr/TKLC/plat/bin/netConfig listSNMPNotify --
device=<switch name>
Notification: = (
Password change
Login failures
Port-Security
Authorization Server Contact
DHCP-Snooping
Dynamic ARP Protection
Dynamic IP Lockdown
)
Host: = (
10.240.8.4
10.240.8.6
)
6. Virtual PMAC: | For Cisco, perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation
] Back up the Switch and/or Cisco 3020 Enclosure Switch (netConfig).
switch For 6120XG, perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco
configuration | 9372TX-E Switch.
7. Virtual PMAC: | Repeat steps 3. through 6. for each device.
[] Repeat
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3.4.3 Configure QoS (DSCP and/or CoS) on HP 6120XG Switches
This procedure configures QoS on HP 6120XG switches.

Prerequisites:

It is essential that all switches have been configured successfully using:

e 3.3.3 Configure HP 6120XG Switch (netConfig)

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to this table for the proper value to insert depending on your
system type.

Variable Value

<switch_name>
See Application Documentation and step 2.

<dscp value>
See Application Documentation (if available)

<cos value>
See Application Documentation (if available)

<switch_platform_username>
See Application Documentation

<VLANID>
See Application Documentation

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 18. Configure QoS (DSCP and/or CoS) on HP 6120XG Switches

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
[] Login
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Procedure 18. Configure QoS (DSCP and/or CoS) on HP 6120XG Switches

Step

Procedure

Result

2.
[

Virtual PMAC

1. Determine which devices require QoS policies.

$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
Devices:
Device: ©120XG TOBAY3
Vendor: HP
Model: 6120
Access: Network: 10.240.8.9
Init Protocol Configured
Live Protocol Configured
Device: C3020 IOBAY1
Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.7
Init Protocol Configured
Live Protocol Configured
Device: cClass-switchlA
Vendor: Cisco
Model: 4948E
Access: Network: 10.240.8.3
Access: OOB:
Service: console service
Console: cClass-swlA-console
Init Protocol Configured
Live Protocol Configured

2. Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches or pairs of
switches to configure with QoS.. Note the DEVICE NAME of each
6120XG switch. This is used as <switch_name>. In the example output
above, DEVICE NAME = 6120XG_IOBAY3, C3020_IOBAY1, and
cClassswitchlA.

[

Virtual PMAC:
Add DSCP
and/or CoS

policy

Configure DSCP and/or CoS marking on the device.

For DSCP and CoS Marking:
$ sudo /usr/TKLC/plat/bin/netConfig addQ0S --
device=<switch name> vlan=<vlanid> dscp=<dscp value> cos=<cos
value> name=<user defined name>

For DSCP Marking Only:
$ sudo /usr/TKLC/plat/bin/netConfig addQ0S --
device=<switch name> vlan=<vlanid> dscp=<dscp value>
name=<user defined name>

For CoS Marking Only:

$ sudo /usr/TKLC/plat/bin/netConfig addQO0S --
device=<switch name> vlan=<vlanid> cos=<cos value>
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Procedure 18. Configure QoS (DSCP and/or CoS) on HP 6120XG Switches

Step | Procedure Result
4. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getQO0S --
[j Verﬁy(}oS device=<switch name> vlan=<vlanid>
configuration Example Output:
$ sudo /usr/TKLC/plat/bin/netConfig getQO0S --
device=6120XG IOBAY3 vlan=2
Policy: = (
VLAN priorities
VLAN ID Apply rule | DSCP Priority
2 DSCP | 000011 3
)
5. Virtual PMAC: | Repeat steps 3. through 4. for each policy that needs to be applied to the
[] Repeat switch.
6. Virtual PMAC: | Perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco 9372TX-E
[] Back up the Switch.
switch
configuration
7. Virtual PMAC: | Repeat steps 3. through 6. for each switch.
[] Repeat
3.4.4 Configure Port Mirroring

This procedure configures port mirroring.

Prerequisites:

It is essential that all switches have been configured successfully using:

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
and/or

e 3.3.1 Configure Cisco 3020 Switch (netConfig) and/or

e 3.3.3 Configure HP 6120XG Switch (netConfig) and/or
e 3.3.4 Configure HP 6125G Switch (netConfig) and/or

e 3.3.5 Configure HP 6125XLG Switch (netConfig) and/or

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to this table for the proper value to insert depending on your
system type.

Variable

Value

<switch_name>

See Application Documentation and step 2.

<switch_model>
Value from step 2.
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Variable

Value

<switch_IP>
Value from step 2.

<srcinterface>

See Application Documentation

<destInterface>

See Application Documentation

<switch_platform_username>

See Application Documentation

<srcVLANID>

See Application Documentation

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 19. Configure Port Mirroring

Step | Procedure Result
1. Virtual PMAC: | Log into the PMAC Guest.
] Login
2. Virtual PMAC 1. Determine which devices require port mirroring configuration.
[] $ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices
Devices:
Device: ©120XG TOBAY3
Vendor: HP
Model: 6120
Access: Network: 10.240.8.9

Device:

Device:

Init Protocol Configured

Live Protocol Configured

Device: €3020 TOBAY1

Vendor: Cisco
Model: 3020
Access: Network: 10.240.8.7

Init Protocol Configured
Live Protocol Configured
6125G_IOBAY5
HP

6125
Network:
OOB:

Vendor:
Model:
Access: 10.240.8.12
Access:
Service: oa_service
5

Init Protocol Configured

Console:

Live Protocol Configured
cClass-switchlA
Cisco

4948E

Vendor:
Model:
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Procedure 19. Configure Port Mirroring

Step | Procedure

Result

Access: Network: 10.240.8.3
Access: OOB:

Service: console service
Console: cClass-swlA-console
Init Protocol Configured
Live Protocol Configured

Determine which devices should have the community string
added/removed.

Refer to application documentation to determine which switches to
add/remove the community string. Note the DEVICE NAME, MODEL, and
IP ADDRESS of each switch. These are used as <switch_name>,
<switch_model>, and <switch_IP>.

Virtual PMAC:
Configure port
mirroring

[

For

Fo

=

VLAN Monitoring (Cisco Devices Only):

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
addPortMirrorsession=1 vlan=<srcVlanid>
destInterface=<mirrorPort> direction=both

Port Mirroring:

$ sudo /usr/TKLC/plat/bin/netConfig --device=<switch name>
addPortMirrorsession=1 sourcelnterface=<srcInterface>
destInterface=<mirrorPort> direction=both

Notes:

The interface option allows for more than one source interface. The value
can be entered as a single interface, for example, GE1 (1Gb port) or
tenGE1 (10Gb port) or it can be entered as a range of interfaces
separated by commas and dashes, for example, GE1-5,GE7,tenGE9-10.

The only direction supported by the HP switches is both. If the direction
option is used on an HP switch, it is ignored and both is applied.

VLAN Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=C3020 IOBAY1
addPortMirrorsession=1 vlan=2 destInterface=GE10
direction=both

Port Example:

$ sudo /usr/TKLC/plat/bin/netConfig --device=6120XG_IOBAY3
addPortMirrorsession=1 sourcelnterface=tenGEl, tenGE3
destInterface=tenGE2
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Procedure 19. Configure Port Mirroring

Step | Procedure Result
4., Virtual PMAC: $ sudo /usr/TKLC/plat/bin/netConfig getPortMirror session=1 --
[] Verify port device=6120XG_IOBAY3
mirroring Session: 1
configuration Direction: both

Source: tenGE2
Destination: tenGEl, tenGE3

$ sudo /usr/TKLC/plat/bin/netConfig getPortMirror session=1 --
device=6125G IOBAY4

Session: 1
Direction: both
Source: GE1
Destination: GE22

Note: Output from the command may vary slightly from one device type to

another.
5. Virtual PMAC: | For Cisco, perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation
[] Back up the Switch and/or Cisco 3020 Enclosure Switch (netConfig).
switch For HP, perform 3.4.1 Back Up HP (6120XG, 6125G, 6125XLG) or Cisco
configuration | 9372TX-E Switch.
6. Virtual PMAC: | Repeat steps 3. through 5. for each device.
[] Repeat

3.4.5 SwitchConfig to netConfig Repository Configuration

This procedure configures the netConfig repository with the necessary services and previously configured
switches from a single management server for use with the c-Class platform.

Prerequisites:

e 8.1 IPM Management Server

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

e 9.4 SetUp PMAC

e Application management network interfaces must be configured on the management servers before
executing this procedure.

e Application username and password for creating switch backups must be configured on the
management server before executing this procedure.

Needed Material

e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media
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Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to this table for the proper value to insert depending on your
system type.

Variable Value

<serial console type> U=USB, c=PCle

<switch_hostname>
From NAPD or output from 1istDevices command

<switch_platform_username>
See Application Documentation

<switch_platform_password>
See referring application documentation

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<management_serverlA_mgmtVLAN_IP_address>

<management_serverlB_mgmtVLAN_IP_address>

<PMAC_mgmtVLAN_IP_address>

<switch_mgmtVLANID>

<switchlA_mgmtVLAN_IP_address>

<switch1B_mgmtVLAN_IP_address>

<mgmt_VLAN_subnet_ID

<netmask>

<switch_Internal_VLAN_list>

<management_serverlA iLO_IP>

<management_serverlB_iLO_IP>

<platcfg_password>
Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user> admusr

<switch_backup_user_password>
Check application documentation

Notes:

e The onboard administrators are not available during the configuration of Cisco 4948/4948E/4948E-F
switches.
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e Uplinks must be disconnected from the customer network before executing this procedure. One of
the steps in this procedure describes when to reconnect these uplink cables. Refer to the application
appropriate schematic or procedure for determining which cables are used for customer uplink.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
1. Management 1. On ServerlA, log into iLO with Internet Explorer using the password
[] Server iLO: provided by the application:
khog!ntand ft?jrt http://<management serverlA iLO_IP>
e integrate .
remote console 2. Click the Remote Console tab and start the Integrated Remote Console
on the server.
If the Security Alert displays, click Yes.
If not already done so, login as admusr.
2. Management Certain steps in this procedure require enabling and disabling ethernet
] Server: Pre- interfaces. This procedure supports DL360 and DL380 servers. The
check. Verify interfaces that are to be enabled and disabled are different for each server
hardware type type.
To determine the interface name, on the server, execute the following
command:
$ /bin/cat /proc/net/bonding/bond0 | grep Interface
Slave Interface: ethO1l
Slave Interface: eth02
Note the slave interface names of ethernet interfaces to use in subsequent
steps. The first line is the value for <ethernet_inteface_1> and the second
line is the value for <ethernet_interface 2> .
For example, from the sample output provided, <ethernet_inteface 1> is
eth01. If the output from the above command is not successful, refer back to
the application documentation.
3. Management On each management server, determine the platform version of the system
[] Server: Pre- by issuing the following command:
check. $ /usr/TKLC/plat/bin/appRev
Determine L ; P .
. If the following is shown in the output, the platform version is 7.2:
platform version .
Base Distro Release: 7.2.X.X.X_X.X.X
The values of x-x.x.x do not matter. The value of 7.2 shows the platform
version. If the command shows a Base Distro Release version lower than
7.2, or fails to execute, stop this procedure and refer back to application
procedures. It is possible the wrong version of TVOE/TPD is installed.
4. Management 1. Verify virtual PMAC installation by issuing the following commands as
[] Server: Pre- admusr on the management server:

check. Verify
virtual PMAC is
installed

$ sudo /usr/bin/virsh list --all

6 vm-pmaclA

2. If this command provides no output, it is likely that a virtual instance of
PMAC is not installed. Refer to application documentation or My Oracle
Support (MOS).

running
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
5. Virtual PMAC: $ sudo /usr/TKLC/plat/bin/conserverSetup —-<serial console type>
] Run -s <management server mgmt ip address>
conserverSetup | You are asked for the platcfg credentials.
command

An example:

[admusr@vm-pmaclA]$ sudo /usr/TKLC/plat/bin/conserverSetup -
u -s <management server mgmt ip address>

Enter your platcfg username, followed by [ENTER]:platcfg

Enter your platcfg password, followed by
[ENTER] :<platcfg password>

Checking Platform Revision for local TPD installation...
The local machine is running:

Product Name: PMAC

Base Distro Release: 7.2.0.0.0 88.6.0

Checking Platform Revision for remote TPD installation...
The remote machine is running:

Product Name: TVOE

Base Distro Release: 7.2.0.0.0 88.6.0

Configuring switch 'switchlA console' console
server...Configured.

Configuring switch 'switchBA console' console
server...Configured.

Configuring iptables for port(s) 782...Configured.
Configuring iptables for port(s) 1024:65535...Configured.
Configuring console repository service...

Repo entry for "console service" already exists; deleting entry
for:

Service Name: console service

Type: conserver

Host: <management server mgmt ip address>
...Configured.

Slave interfaces for bondO:

bond0 interface: ethOl

bond0 interface: eth02

If this command fails, contact My Oracle Support (MOS).
Verify the output of the script.

Verify your product release is based on Platform 7.2 (versions
7.2.X.XX_X.X.X).

Note the slave interface names of bond interfaces (<ethernet_interface_1>
and <ethernet_interface_2>) for use in subsequent steps.
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
6. Virtual PMAC: Note: On a TVOE host, if you open the virsh console, for example, $ sudo
[] Log into the /usr/bin/virsh console x or from the virsh utility virsh #
console of the console x command and you get garbage characters or the output
virtual PMAC is not correct, then there is likely a stuck virsh console command

already being run on the TVOE host. Exit out of the virsh console,
run ps -ef |grep virsh, and then kill the existing process ki1l -9
<PID>. Then execute the virsh console x command. Your
console session should now run as expected.

From management serverlA, log into the console of the virtual PMAC.
$ sudo /usr/bin/virsh console vm-pmaclA
Connected to domain vm-pmaclA
Escape character is "]
<Press ENTER key>
CentOS release 6.2 (Final)

Kernel 2.6.32-220.7.1.el6prerel6.0.0 80.13.0.x86_ 64 on an
x86 64

If another user is already logged in, logout and log back in as admusr.
[root@pmac ~]$ logout
vm-pmaclA login: admusr
Password:
Last login: Fri May 25 16:39:04 on ttyS4

If this command fails, it is likely that a virtual instance of PMAC is not
installed. Refer to application documentation or contact My Oracle Support

(MOS).
7. Virtual PMAC: $ /usr/TKLC/plat/bin/appRev
[] | Verify PMAC If the following is shown in the output, the PMAC version is 5.0:
release version Product Name: PMAC

Product Release: 5.0.0 x.x.x
If the output does not contain Product Name: PMAC or does not contain a
PMAC version of 5.0 or higher, then stop this procedure and refer back to the
application instructions.
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
8. Virtual PMAC: Use netConfig to create a repository entry that uses the tftp service. This
[] Set up command provides the user with several prompts. The prompts shown with
netConfig <variables> as the answers are site specific that the user MUST modify.
repository with Other prompts that do not have a <variable> shown as the answer must be
TFTP entered EXACTLY as they are shown here.
information $ sudo /usr/TKLC/plat/bin/netConfig --repo addService

name=tftp service
Service type? [dhcp, oa, oobm, ssh, tftp, conserver] tftp
TFTP host IP? <pmac mgmtVLAN IP address>
Directory on host? /var/TKLC/smac/image/
Add service for tftp service successful
To make sure you entered the information correctly, use the following
command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=tftp service
Check the output, which is similar to the one shown below.

Note: Only the TFTP service information has been shown in this example.
If the previous step and this step were done correctly, both the
console_service and tftp_service entries would show up.

$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=tftp service
Services:

Service Name: tftp service

Type: tftp
Host: 10.240.8.4
Options:

dir: /var/TKLC/smac/image
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
9. Virtual PMAC: 1. Use netConfig to create a repository entry that uses the ssh service. This
] Set up command provides the user with several prompts. The prompts shown
netConfig with <variables> as the answers are site specific that the user MUST
repository with modify. Other prompts that do not have a <variable> shown as the
ssh information answer must be entered EXACTLY as they are shown here.
$ sudo /usr/TKLC/plat/bin/netConfig --repo addService
name=ssh service
Service type? (tftp, ssh, conserver, oa) ssh
Service host? <PMAC mgmtVLAN IP address>
SSH password: <switch backup user password>
Verify Password: <switch backup user password>
Add service for ssh service successful
2. To ensure you entered the information correctly, use the following
command and inspect the output, which is similar to the one shown
below.
$ sudo /usr/TKLC/plat/bin/netConfig --repo showService
name=ssh service
Service Name: ssh service
Type: ssh
Host: 10.250.8.4
Options:
password: C20F7D639AETE7
user: admusr
10. Virtual PMAC: Note: If there are no new aggregation switches to be configured, go to the
[] | Setup next step.
netConfig
repository with Use netConfig to create a repository entry for each switch. This command
aggregation provides the user with several prompts. The prompts shown with <variables>
switch as the answers are site specific that the user MUST modify. Other prompts
information that do not have a <variable> shown as the answer must be entered

EXACTLY as they are shown here.

Note: The <device_model> can be 4948, 4948E, or 4948E-F depending on
the model of the device. If you do not know, stop now and contact
My Oracle Support (MOS).

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco

Device Model [3020, 4948, 4948E,4948E-F]? <device model>

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?:

<switch mgmt IP address>/prefix

Is the management interface a port or a vlan? [vlan]: [Enter]

What is the VLAN ID of the management VLAN? [2]:

[management] :

[mgmt vlanID]

What is the name of the management VLAN? [Enter]

What switchport connects to the management server? [GE40]:

[Enter]
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results

What is the switchport mode (access|trunk) for the management
server port? [trunk]: [Enter]

What are the allowed vlans for the management server port?
[1,2]: <control vlanID>, <mgmt vlanID>

Enter the name of the firmware file [cat4500e-entservicesk9-
mz.122-54.X0.bin]: <IOS filename>

Firmware file to be used in upgrade: <IOS filename>

Enter the name of the upgrade file transfer service:
tftp service

File transfer service to be used in upgrade: tftp service
Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
console service

What is the name of the console for OOB access? <console name>

What is the platform access username?
<switch platform username>

What is the device console password? <switch console password>
Verify password: <switch console password>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: console service

Device named <switch hostname> successfully added.

To check you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=switchlA

and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig —--repo listDevices

Device: switchlA

Vendor: Cisco

Model: 4948E

Access: Network: 10.240.64.34
Access: OOB:
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results
Service: console service
Console: switchlA console
Init Protocol Configured
Live Protocol Configured
11. | Virtual PMAC: Notes:
[] Set up
netConfig e If there are no new 3020s to be configured, go to the next step.
;(\a/\[/)i?csr:tory with e The Cisco 3020 is not compatible with IPv6 management configuration.
information Use netConfig to create a repository entry for each 3020. This command

provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop now and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? Cisco
Device Model [3020, 4948, 4948E,4948E-F]? 3020
What is the management address? <enclosure switch ip>

Enter the name of the firmware file [cbs30x0-ipbasek9-tar.122-
58.SEl.tar]: <FW_ image>

Firmware file to be used in upgrade: <FW_image>

Enter the name of the upgrade file transfer service:
<tftp service>

File transfer service to be used in the upgrade: <tftp service>
Should the init network adapter be added (y/n)? vy

Adding netBootInit protocol for <switch hostname> using
network...

Network device access already set: <enclosure switch ip>

What is the platform access username?
<switch platform username>

What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch enable password>

Verify password: <switch enable password>
Should the init file adapter be added (y/n)? y
Adding netBootInit protocol for <switch hostname> using file...

What is the name of the service used for TFTP access?
tftp service
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step

Procedure

Results

Should the live network adapter be added (y/n)? y
Adding cli protocol for <switch hostname> using network...
Network device access already set: <enclosure switch ip>

Device named <switch_ hostname> successfully added.

To check you entered the information correctly, use the following command:
$ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices

and check the output, which is similar to the one shown below.
$ sudo /usr/TKLC/plat/bin/netConfig —--repo listDevices

Devices:

Device: C3020 IOBAY1

Vendor: Cisco

Model: 3020

Access: Network: 10.240.8.7Init Protocol Configured

Live Protocol Configured
Repeat this step for each 3020, using appropriate values for those 3020s.
Note: If you receive the WARNING below, it means the <FW_image> is not

found in the directory named in the FW Service. or the ssh_service,

it is the user's home directory. For tftp_service, it is normally
/var/TKLC/smac/ image:

WARNING: Could not find firmware file on local host. If using a local
service, please update the device entry using the
editDevice command or copy the file to the correct
location.

Virtual PMAC:
Set up
netConfig
repository with
HP 6120XG
switch
information

Note: If there are no 6120XGs to be configured, stop and continue with the
appropriate switch configuration procedure.

Use netConfig to create a repository entry for each 6120XG. This command
provides the user with several prompts. The prompts shown with <variables>
as the answers are site specific that the user MUST modify. Other prompts
that do not have a <variable> shown as the answer must be entered
EXACTLY as they are shown here.

e If you do not know any of the required answers, stop how and contact My
Oracle Support (MOS).

e The device name must be 20 characters or less.

$ sudo /usr/TKLC/plat/bin/netConfig --repo addDevice
name=<switch hostname> --reuseCredentials

Device Vendor? HP
Device Model? 6120

What is the IPv4 (CIDR notation) or IPv6 (address/prefix
notation) address for management?:
<switch mgmt IP address>/prefix

Enter the name of the firmware file [Z 14 37.swi]: <FW_image>
Firmware file to be used in upgrade: <FW_ image>

Enter the name of the upgrade file transfer service:
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure

Results

ssh service

File transfer service to be used in upgrade: ssh service
Should the init oob adapter be added (y/n)? y

Adding consolelInit protocol for <switch hostname> using oob...

What is the name of the service used for OOB access?
oa_service en<enclosure #>

What is the name of the console for OOB access? <io bay>

What is the platform access username?
<switch platform username>

What is the device console password? <switch platform password>
Verify password: <switch platform password>
What is the platform user password? <switch platform password>
Verify password: <switch platform password>

What is the device privileged mode password?
<switch platform password>

Verify password: <switch platform password>

Should the live network adapter be added (y/n)? y

Adding cli protocol for <switch hostname> using network...
Network device access already set: <switch mgmt IP address>
Should the live oob adapter be added (y/n)? vy

Adding cli protocol for <switch hostname> using oob...

OOB device access already set: oa service en<enclosure #>

Device named <switch hostname> successfully added

The image is being unpacked and validated. This takes approximately 4
minutes. Once the unpacking, validation, and rebooting have completed, you
are returned to the normal prompt. Proceed with the next step.

To verify you entered the information correctly, use the following command:

$ sudo /usr/TKLC/plat/bin/netConfig --repo showDevice
name=<switch hostname>

and check the output, which is similar to the one shown:
$ sudo /usr/TKLC/plat/bin/netConfig —--repo showDevice
name=<switch hostname>

Device: 6120XG_IOBAY1

Vendor: HP

Model: 6120

FW Ver: O

Access: Network: 10.240.8.10

Init Protocol Configured

Live Protocol Configured

Repeat this step for each 6120, using appropriate values for those 6120s.
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Procedure 20. SwitchConfig to netConfig Repository Configuration

Step | Procedure Results

13. Virtual PMAC: Perform the Procedure 21 Cisco Switch SwitchConfig to netConfig Migration
[] Migration procedure for all switches in the system.

3.4.6 Cisco Switch SwitchConfig to netConfig Migration

This procedure configures Cisco switch to migrate from switchConfig to netConfig.
Needed Material

¢ HP MISC firmware ISO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)
¢ Template xml files in an application ISO on the application media

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Refer back to these tables for the proper value to insert depending on
your system type.

Variable Serial Port
<switch1lA_serial_port> ttyS4
<switch1B_serial_port> ttyS5

Fill in the blanks with values for this site.

Variable Value

<switch_platform_username>

<switch_platform_password>
See referring application documentation

<switch_console_password>
See referring application documentation

<switch_enable_password>
See referring application documentation

<PMAC_mgmtVLAN_IP_address>

<switch_mgmtVLAN_ID>

<mgmt_VLAN_subnet_ID>

<netmask>

<switch_internal_VLAN_list>

<management_serverlA _iLO_IP>

<management_serverlB_iLO_IP>

<switch_mgmt_IP_address>
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Variable

Value

<platcfg_password>

Initial password as provided by Oracle

<management_server_mgmtinterface>
Value gathered from NAPD

<switch_backup_user>

admusr

<switch_backup_user_password>
Check application documentation

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 21. Cisco Switch SwitchConfig to netConfig Migration

Step | Procedure Results
1. Virtual PMAC: $ /bin/ping -w3 <switch mgmt IP address>
[] Verify network
connectivity to
the switch
2. Virtual PMAC: | Log into the switch using Telnet.
N Login $ /usr/bin/telnet <switch mgmt IP address>
3. Switch CLI: From the switch CLI, apply the following commands required by netConfig:
[] APPW ] Switch# config
ne“:onﬂg Switch (config)# hostname <switch name>
commands -

Switch(config)# no service config

)
Switch(config) # service password-encryption
)

#
Switch (config) #
modulus 768

Switch(config) # aaa new-model

crypto key generate rsa usage-keys label sshkeys

Switch (config) # aaa authentication login onconsole line

Switch(config)# username <switch platform username> secret
<switch platform password>

Switch(config)# enable secret <switch enable password>
Switch(config)# line vty 0 15

Switch (config-line)# no password

Switch(config-line) # transport input ssh

Switch (config)# exit

Switch(config)# line console 0

Switch(config-line)# password <switch console password>
Switch (config)# exit

Switch(config)# ip ssh version 2

Switch(config)# no ip http server

Switch (config

(

(

(

(

(

(

Switch(config-line)# login authentication onconsole

(

(

(

(

( # no ip http secure-server

(

Switch (config) # no ip domain lookup

)
)
)
)
)
)

Switch (config) # end

Switch# write memory
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Procedure 21. Cisco Switch SwitchConfig to netConfig Migration

Step | Procedure Results
4, Switch CLI: If a command was not applied, repeat.
D Re_load the Switch# reload
SW'.tCh and If prompted, answer Yes.
verify
configuration
5. Virtual PMAC: | Verify that netConfig can communicate with the switch.
] Verify . $ sudo /usr/TKLC/plat/bin/netConfig getHostname --
netConf!g. device=<switch name>
connectivity Hostname: <switch_name>
6. Virtual PMAC: | Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
[] Back up the Cisco 3020 Enclosure Switch (netConfig).
switch
configuration
7. Virtual PMAC: | For the 4948 series switches:
[ Reset switch to sudo /usr/TKLC/plat/bin/netConfig setFactoryDefault --
factory defaults device= )
evice=<switch name>
For the 3020 series switches, perform 3.3.1 Configure Cisco 3020 Switch
(netConfig), steps 3. through 9. and 12. , replacing the values for the switch
being replaced.
8. Virtual PMAC: | For the 4948 series switches, perform 3.2.4 Replace a Failed
] Restore 4948/4948E/4948E-F Switch (PMAC Installed) (netConfig), steps 6. through
configuration 20.
For the 3020 series switches, perform 3.3.2 Replace a Failed 3020 Switch
(netConfig), steps 5. through 10.
0. Virtual PMAC: | Repeat steps 2. through 8. for each switch being migrated.
[] Repeat
3.4.7 HP 6120XG SwitchConfig to netConfig Migration

This procedure configures 6120XG switch to migrate from switchconfig to netConfig.

Needed Material
e HP MISC firmware 1SO image

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e Application-specific documentation (document that referred to this procedure)

o Template xml files in an application ISO on the application media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 22. HP 6120XG SwitchConfig to netConfig Migration

Step | Procedure Results
1. Management $ /bin/ping -w3 <enclosure switch IP>
] Server: Verify
network
connectivity to
the 6120XG
switch
2. Management Log into the 6120XG switch using SSH or Telnet.
N Server: Login $ /usr/bin/ssh manager@<enclosure switch IP>
If the above command fails, log in using telnet:
$ /usr/bin/telnet <enclosure switch IP>
3. Switch CLI: From the 6120XG switch CLI, apply the following commands required by
[] | Apply netConfig:
netConfig Switch# config
commands Switch(config)# hostname <switch name>
Switch(config)# no password all
Password protection for all will be deleted, continue [y/n]? vy
Switch(config)# include-credentials
Note: If prompted after include-credentials, answer Yes to both questions.
Switch(config)# password manager user-name <platform username>
plaintext
<platform enable password>
Switch (config) # console flow-control none
Switch(config)# ip ssh listen oobm
Switch (config)# ip ssh filetransfer
Switch(config) # no tftp client
Switch(config)# no tftp server
Switch(config) # no telnet-server
Switch (config)# end
Switch# write memory
4, Management If a command was not applied, repeat.
[] Server: Switch# reload
sRvsilt(z:idat:s If prompted, answer Yes.
verify
configuration
5. Management Verify that netConfig can communicate with the switch.
] Server: Verify $ sudo /usr/TKLC/plat/bin/netConfig getFirmware --
netConfig device=<switch_ name>
connecﬂvhy Version: Z.14.32
Image: Secondary
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Procedure 22. HP 6120XG SwitchConfig to netConfig Migration

Step | Procedure Results

6. Management Perform 3.2.7 Back Up Cisco 4948/4948E/4948E-F Aggregation Switch and/or
] Server: Back Cisco 3020 Enclosure Switch (netConfig).

up the switch
configuration

7. Management Perform 3.2.4 Replace a Failed 4948/4948E/4948E-F Switch (PMAC Installed)
] Server: (netConfig), steps 3. through 8.
Restore
configuration
8. Management Once each HP 6120XG has finished booting from the previous step, verify
] Server: Verify | network reachability and configuration.

conﬁguraﬂon [admusr@localhost ~]$ /bin/ping -w3 <enclosure switch IP>
[admusr@Rlocalhost ~]$ /usr/bin/ssh

<switch platform username>@<enclosure switch IP> Switch# show
run

Inspect the output of show run, and ensure that it is configured as per site
requirements.

3.4.8 Configure DSCP Marking Using iptablesADM
This procedure configures DSCP marking using iptablesADM.

Note: DSCP marking set using the QOS procedure Configure QoS (DSCP and/or CoS) on HP 6120XG
Switches may conflict/overwrite marking set using the steps below.

iptableAdm uses a native iptables command with additional TPD driven arguments.

Generic command for DSCP marking:

$ sudo /usr/TKLC/plat/bin /iptablesAdm insert --table=mangle --type=rule --

protocol=[ipv4 |ipv6] --domain=<domain> --chain=<chain> --match='-p [tcpludpl|icmp] -
j DSCP --set-dscp [DSCP value]' —--location=<number> --persist=yes
Where

<table> - For DSCP marking, the table is always = mangle

<domain> - User initiated name for a set of iptables rules. Valid names start with a two-digit number and
then an alphanumeric value; such as 25example.

Note: The domain sets the order of operation.
<match> - This is the native iptables command string.

<chain> - Native iptables set of rules. For the mangle table valid values are: PREROUTING, OUTPUT,
FORWARD, INPUT, and POSTROUTING.

Example 1

Use this command to mark a locally generated outgoing icmp packet with the value of 18:

$ sudo /usr/TKLC/plat/bin/iptablesAdm insert --table=mangle --type=rule --
protocol=ipv4 --domain=<domain> --chain=POSTROUTING --match='-p icmp -j DSCP --set-
dscp 18' --location=1 --persist=yes

e |If no domain has been previously set up this command creates the domain.

o |If persist=yes then the rule is placed in /etc/sysconfig/iptables or /etc/sysconfig/ip6tables
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The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm show --type=rule --protocol=ipv4d --
table=mangle

The resulting user defined rule can be removed with the command:

$ sudo /sbin/iptablesAdm delete --table=mangle --type=rule —--protocol=ipv4d --
domain=<domain> --chain=POSTROUTING --match='-p icmp -j DSCP --set-dscp 18'

Note: Eitherthe --match'<native iptables command string>' Orthe --location=<number> can
be used to delete a rule.

Example 2

Use this command to mark an outgoing packet leaving using the ssh port with the DSCP value 12:

$ sudo /usr/TKLC/plat/bin/iptablesAdm insert --table=mangle --type=rule --
protocol=ipv4 --domain=<domain> --chain=POSTROUTING --match='-p tcp --sport 22 -j
DSCP --set-dscp 12' --location=1 --persist=yes

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm show --type=rule --protocol=ipv4d --
table=mangle

The resulting user defined rule can be removed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm delete --table=mangle --type=rule --
protocol=ipv4 --domain=<domain> --chain=POSTROUTING --match='-p tcp --sport 22 -j
DSCP --set-dscp 12' --location=1 --persist=yes

Example 3

Use this command to mark all outbound traffic on the bond1 interface with a DSCP value of 25:

$ sudo /usr/TKLC/plat/bin/iptablesAdm insert --type=rule --protocol=ipv4d --
domain=<domain> --chain=0UTPUT --table=mangle --match='-o bondl -j DSCP -setdscp
25" --location=1 --persist=yes

The resulting user defined rule can be viewed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm show --type=rule —--protocol=ipv4d --
table=mangle

The resulting user defined rule can be removed with the command:

$ sudo /usr/TKLC/plat/bin/iptablesAdm delete --type=rule --protocol=ipv4d --
domain=<domain> --chain=0UTPUT --table=mangle --match='-o bondl -j DSCP -setdscp
25"

3.4.9 Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig)

This procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure switches to
Cisco 4948/E/-F product aggregation switches or the customer network. Configuring speed and duplex
on the LAG ports turns off autonegotiation for the individual links, and must be performed on both
switches for all participating LAG links. This procedure addresses a known weakness with
autonegotiation on 1GE SFPs and the 6125XLG that causes 1GE links to take longer than expected to
become active.

Prerequisites:
e 3.1 Configure netConfig Repository
e 3.3.5 Configure HP 6125XLG Switch (netConfig)

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 23. Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig)

Step | Procedure

Results

1. Virtual PMAC
[

List configured link aggregation groups on the 6125XLG enclosure switch.
Capture the LAG id connected to the 4948/E/E-F product aggregation switch
or the customer network. In the following example, LAG id 1 is identified as the
4x1GE LAG requiring speed and duplex configuration.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getLinkAggregation

Interface:
LAGL:
Active Link State: Up

Mode: Active

Virtual PMAC

™

Get the list of interfaces configured for the LAG on the 6125XLG. In the
following example, LAG id 1 is inspected, and is shown to include interfaces
tenGE17-20.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getLinkAggregation id=1
Interface:
LAGL:
Active Link State: Up
Description: ISL to P3-Switch2
LAG Interfaces:
tenGE17: Bundled
tenGE18: Bundled
tenGE19: Bundled
tenGE20: Bundled
Link State: Up
Mode: Active
MTU: 10000
Type: trunk
Untagged Vlan: 1
Vlan Membership: 1-4094

Virtual PMAC

[(]»

Inspect the switch LAG port configurations and verify speed and duplex are
set on the LAG interfaces, as shown in this example:

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
setSwitchport interface=tenGE17-20 speed=1000 duplex=full
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Procedure 23. Configure Speed and Duplex for 6125 XLG LAG Ports (netConfig)

Step | Procedure Results

4. Virtual PMAC Inspect the switch LAG port configurations and verify speed and duplex are
[] set on the LAG interfaces, as shown in this example:

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getSwitchport interface=tenGE17-20

Interface:
tenGEl:
Active Link State: Up
Description: Ten-GigabitEthernetl/1/5 Interface
Duplex: full
Link State: Up
Media Type: N/A
MTU: Unknown
Speed: 1000
Type: trunk
Untagged VLAN: 1
VLAN Membership: 1-4094

3.4.10 Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco
4948/4948E/4948E-F (netConfig)

This procedure is intended only for use with 1GE LAG uplinks from HP 6125XLG enclosure switches to
Cisco 4948/E/-F product aggregation switches or the customer network. Configuring speed and duplex
on the LAG ports turns off autonegotiation for the individual links, and must be performed on both
switches for all participating LAG links. This procedure addresses a known weakness with
autonegotiation on 1GE SFPs and the 6125XLG that causes 1GE links to take longer than expected to
become active.

Prerequisites:

e 3.1 Configure netConfig Repository

e 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC Installed) (netConfig)
e 3.3.5 Configure HP 6125XLG Switch (netConfig)

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 24. Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-
F (netConfig)

Step | Procedure Results
1. Virtual PMAC List configured link aggregation groups on the Cisco 4948/E/E-F. ldentify the
[] LAG(s) connected to a 6125XLG enclosure switch. In this example, the switch

has 8 link aggregation groups configured, but LAG ID 2 is identified to be

connected to a 6125XLG by 4x1GE LAG uplink.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>

getLinkAggregation
Interface:
LAGL:

Active Link State:

Mode: Active
LAG2:

Active Link State:

Mode: Active
LAG3:

Active Link State:

Mode: Active
LAG4:

Active Link State:

Mode: Active
LAGS:

Active Link State:

Mode: Active
LAGOG:

Active Link State:

Mode: Active
LAGT7:

Active Link State:

Mode: Active
LAGS:

Active Link State:

Mode: Active

Up

Up

Up

Up

Up

Up

Up

Up
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Procedure 24. Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-
F (netConfig)

Step

Procedure

Results

2.
[

Virtual PMAC

Get the list of interfaces configured for the LAG. In the following example,
LAG id 2 is inspected, and is shown to include interfaces GE9-12.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
getLinkAggregation id=2

Interface:
LAG2:

Active Link State: Up

Description:

LAG Interfaces:
GE9: Bundled
GE10: Bundled
GE11l: Bundled
GE12: Bundled

Link State: Up

Mode: Active

MTU: 10000

Type: trunk

Untagged Vlan: 1

ISL to cxeny(en2)-sw2

Vlan Membership: 1-6

[

Virtual PMAC

Set the speed to 1000 and duplex to full for all LAG interfaces identified in the
previous step. Speed should be set to 1000 Mbps. Duplex should be set to
full. In this example, speed and duplex are configured on the interfaces
highlighted by the previous step, GE9-12.

[admusr@exapmle~]$ sudo netConfig --device=<switch hostname>
setSwitchport interface=GE9-12 speed=1000 duplex=full

ks

Virtual PMAC

Inspect the switch LAG port configurations and verify speed and duplex are
set as shown in this example:

[admusr@exapmle~]$ sudo netConfig --device=<switch_hostname>
getSwitchport interface=GE9-12
Interface:
GE9:
Active Link State: Up
Description:
Duplex: full
Link State: Up
Media Type: N/A
MTU: Unknown
1000

trunk

ISL to cxeny(en2)-sw2

Speed:
Type:
Untagged VLAN: 1

VLAN Membership: 1-6

<output for remaining interfaces removed to save space>
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Procedure 24. Configure Speed and Duplex for 6125 XLG LAG Ports for Cisco 4948/4948E/4948E-
F (netConfig)

Step | Procedure Results
5. Virtual PMAC: | Repeat steps 2. through 4. for each LAD ID.
[] Repeat

4. Brocade Switch — SwitchConfig Procedures

4.1 Configure Brocade Switches

This procedure configures names, user passwords, and NTP settings for Brocade switches; and backs up
the configuration to the management server hosting PMAC.

Prerequisites:
e 7.1 Configure Initial OA IP

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network
e 9.3 Deploy PMAC Guest

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 25. Configure Brocade Switches

Step | Procedure Results
1. OA Shell: Log Log into OA via ssh as root user.
[] into the active login as: root

OA

WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.

Firmware Version: 3.00
Built: 03/19/2010 @ 14:13

OA BayNumber: 1

OA Role: Active
root@10.240.17.51's password:

If the OA role is not Active, log into the other OA of the enclosure system.
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Procedure 25. Configure Brocade Switches

Step | Procedure Results
2. OA Shell: Log Run the following command to get Brocade switches bay IDs:
[] into the Brocade > show interconnect list
switch console OA-001F296DB1BB> show interconnect list
BayInterconnect Type Manufacturer Power Health UIDManagement
IP
1 Ethernet Cisco Systems, Inc. On OK Off 10.240.4.70
2 Ethernet Cisco Systems, Inc. On OK Off 10.240.4.71
3 Fibre ChannelBROCADE On OK Off 10.240.4.50
4 Fibre ChannelBROCADE On OK Off 10.240.5.51
5 [Absent]
6 [Absent]
7 [Absent]
8 [Absent]
Totals: 4 interconnect modules installed, 4 powered on.
# connect interconnect <bay id number>
NOTICE: This pass-thru connection to the integrated I/O
console is provided for convenience and does not supply
additional access control.
For security reasons, use the password features of the
integrated switch.
Connecting to integrated switch 4 at 9600,N81...
Escape character is '<Ctrl> ' (Control + Shift + Underscore)
Press [Enter] to display the switch console:
Press Enter twice and login as root user.
swd77 console login: root
Password:
Change passwords for switch default accounts now.
Use Control-C to exit or press 'Enter' key to proceed.
Press Enter to see the prompt.
3. Brocade Switch swd77:root> passwd root
[] Console: Set Changing password for root
root user Enter new password:
passmmwd Re-type new password:
passwd: all authentication tokens updated successfully
Saving password to stable storage.
Password saved to stable storage successfully.
4. Brocade Switch swd77:root> passwd factory
[] Console: Set
factory user
password
5. Brocade Switch swd77:root> passwd admin
[] Console: Set

admin user
password
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Procedure 25. Configure Brocade Switches

Step | Procedure Results
6. Brocade Switch swd77:root> passwd user
[] Console: Set
user password
7. Brocade Switch | The bay ID number is the same number as the one used in step 1. to
[] Console: Set connect:
switch name for swd77:root> switchName bay<bay id number>
the FC switch Committing configuration...
Done.
8. Brocade Switch | Use the enclosure name used during the OA setup, prepended by
[] Console: Set alphabetical character, for example, c505 05 01.
chassis name for | swd77:root> chassisName <chassis name>
the FC switch Note: The chassis name must begin with an alphabetical character.
9. Brocade Switch swd77:root> tsclockserver <NTP server ip>
[] Console: Set Updating Clock Server configuration...done.
NTP server on Updated with the NTPservers
the FC switch Make sure the change was applied.
swd77:root> tsclockserver
Active NTPServer 10.250.32.10
Configured NTPServer List 10.250.32.10
10. Brocade Switch swd77:root> configUpload
[] Console: Back Protocol (scp, ftp, local) [ftp]l: scp
up configuration Server Name or IP Address [host]: <PMAC IP>
User Name [user]: pmacadmin
File Name [config.txt]:
/var/TKLC/smac/backup/<chassis_switch bay>
Section (all]|chassis [all]):
pmacadmin@<ip>‘s password:
configUpload complete: All config parameters are uploaded
where <chassis switch bay>would be 500_05_01_bay3, for instance.
11. Brocade Switch | swd77:root> logout
[] Console: Log Press control + shift + underscore and D to logout from the FC switch
out console.
12. Repeat Repeat steps 2. through 11. for the second Brocade switch.
[]
13. OA: Log out > exit
[]
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4.2 Upgrade Brocade Switch Firmware

This procedure upgrades firmware for the Brocade switches. The procedure covers either 4/24 or 8/24
Brocade switches.

Prerequisites:

e 7.1 Configure Initial OA IP

Needed Material

e HP MISC firmware 1SO image

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.5 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.

4.3 Configure Zones in Brocade Switches

This optional procedure should be applied to both Brocade switches that are part of the same enclosure.
Zone settings have to be the same for both switches.

This procedure is optional. Skipping this procedure allows switches to connect to all ports.

Note: This procedure should be used with requirements provided by the application. There are general
guidelines typically used, but the application documentation is the authoritative source:

e The rules for the zone configuration: There should be one zone per one storage array in the fibre
channel switch.

e Identical zones need to be created in each Brocade in the same enclosure.

e The members of such zone are all ports from the management storage array and all servers that
need access to it.

e Be sure to create zones for all management storage array controllers. If a Brocade port is not in a
zone, then it cannot communicate.

¢ After configuring specific zones, create another catch-all zone that covers the rest of the devices.
Prerequisites:

e 4.1 Configure Brocade Switches

e Know the network cabling and SAN requirements by blade server

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 26. Configure Zones in Brocade Switches

Step | Procedure Results
1. OA GUI: Log 1. Navigate to Enclosure Information > Interconnect Bays > Brocade ... >
[] into the OA and Management Console.

select the Fibre
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Procedure 26. Configure Zones in Brocade Switches

Step | Procedure Results
3. Fibre Channel | 1. Selectthe Zone tab.
[J | Switch e e =
Console: N N
Create a new D * e I A I T S )
zone __. — @
Wt S - e Wt s
L3 Aim
::"T‘:m‘ -
J v
Click New Zone.
3. Type an appropriate name and click OK.
4, Fibre Channel | 1. Selectthe zone where ports should be added.
[ gwr']tChl - Add 2. Expand the Ports and Attached Devices twice and select the ports under
onsoie. Ports and Attached Devices.
port members
into the zone 3. Click Add Member.
B vt 17 o A ot alfix
I o T
Dwe * Senarns Vew ¢ L Rehet * Dae Deely  Sees iy O M
Nt T DeaCmiy
i = e -
@ rawer - ees e _
- T — o
5L e
—frerer e q D
E;i rov-pao S
D 5 L trd tvone
Cwrrent Ve Faorn Vow @ e fore Contg  Owtt a8 Sciwen
4. Create a catch-all zone that covers all remaining devices (such as blade
servers and ports) that are not in the zone specified.
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Procedure 26. Configure Zones in Brocade Switches

Step | Procedure Results
5. Fibre Channel | 1. Selectthe Zone Config tab.
[ Switch 2. Click New Zone Config.
Console:
Create zone RO
configuration T e
o
Bt T L Jwme Conig Waetay
L3 A Jem
- s B
3. Type an appropriate name (for example, Production_Zone_Config) and
click OK.
6. Fibre Channel | 1. Expand the Zones Selection List.
[ Switch 2. Select all desired zones and click Add Member.
Console: Add
zones into e PO
zone T e .
configuration ML e Cony O
e by O e Do Gty Do Benene Oee Ao Dese Doty Buen Aocmpeiiny
St s B L
L L
o= B=
et Ve Faie Vo & (P Lome Comtg  Dwtait 4d Aocenn
3. Click Save Config and Yes.
4. Observe the status at the bottom of the screen. Make sure the
"Successfully committed the changes to the fabric" message displays in
blue at the bottom of the screen.
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Procedure 26. Configure Zones in Brocade Switches

Step | Procedure Results
7. Fibre Channel | 1. Click Enable Config.
[ Switch 2. Select Zone Config from the option list.
Console:
Enable zone 3. Click OK.
configuration 4. Click Yes.
5. Observe the status at the bottom of the screen. Make sure the
"Successfully committed the changes to the fabric" message displays in
blue at the bottom of the screen.
8. Repeat Repeat steps 1. through 7. on second switch in the same enclosure. The two
[] switches should have identical configurations.

4.4 Configure Brocade Switch XNMP Trap Target

This procedure configures SNMP settings for Brocade switches.

Prerequisites:

e 4.1 Configure Brocade Switches

o Know the network cabling and SAN requirements by blade server

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 27. Configure Brocade Switch XNMP Trap Target

Step | Procedure Results
1. OA: Log into Log into OA via ssh as root user. Run the following command to get the
[] the Brocade Brocade switches bay IDs:

switch console

> show interconnect list
OA-001F296DB1BB> show interconnect list

Bay Interconnect Type Manufacturer Power Health UIDManagement IP

1 Ethernet Cisco Systems, Inc. On OK Off 10.240.4.70

2 Ethernet Cisco Systems, Inc. On OK Off 10.240.4.71

3 Fibre Channel BROCADE On OK Off 10.240.4.50

4 Fibre Channel BROCADE On OK Off 10.240.5.51

5 [Absent]

6 [Absent]

7 [Absent]

8 [Absent]

Totals: 4 interconnect modules installed, 4 powered on.
Run:

# connect interconnect <bay id>

This connects the user to the FC switch console. Press Enter twice and login
as the admin user.

Note: The switch is configured to reject SNMP sets and gets. Only the hosts
listed in step 4 are able to receive traps.
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Procedure 27. Configure Brocade Switch XNMP Trap Target

Step | Procedure Results
2. Brocade swd77:admin> snmpconfig --default snmpvl
[] | Switch
Console: Set This command will reset the agent's SNMPvl configuration back to
the SNMP factory default
parameters to I
the default SNMPv1l community and trap recipient configuration:
values Community 1: Secret COde (rw)
No trap recipient configured yet
Community 2: OrigEquipMfr (rw)
No trap recipient configured yet
Community 3: private (rw)
No trap recipient configured yet
Community 4: public (ro)
No trap recipient configured yet
Community 5: common (ro)
No trap recipient configured yet
Community 6: FibreChannel (ro)
No trap recipient configured yet
* k ok Kk x
Are you sure? (yes, y, no, n): [no] yes
3. Brocade swd77:admin> snmpconfig --set seclevel
[] | Switch See output. A prompt for security level displays.

Console: Set
security level
(to disable
SNMP sets and
gets)

Select 1 and press Enter.

Select SNMP GET Security Level
(0 = No security, 1 = Authentication only, 2 =
Authentication and Privacy, 3 = No Access): (0..3) [0] 1
Select 3 and press Enter.

Select SNMP SET Security Level

(0 = No security, 1 = Authentication only, 2 =

Authentication and Privacy, 3 = No Access): (3..3) [3] 3
Verify settings:
swd77:admin> snmpconfig --show seclevel
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Procedure 27. Configure Brocade Switch XNMP Trap Target

Step | Procedure

Results

4, Brocade

[] Switch
Console: Set
SNMP trap
recipient IP
addresses

swd77:admin> snmpconfig --set snmpvl
SNMPcommunity and traprecipient configuration:
Community (rw): [Secret Code] <new_ password rw>
[0.0.0.0
[OrigEquipMfr] <new password rw>
[0.0.0.0]

[private] <new password rw>
[0.0.0.0]

[public] <new password>

Trap Recipient's IP address
Community (rw):
Trap Recipient's IP address
Community (rw):
Trap Recipient's IP address
Community (ro):
Trap Recipient's IP address [0.0.0.0] <trap recipient ip>
Trap recipient Severity level : (0..5) [0] 2

(0..65535) [162]

[common] <new_password>

Trap recipient Port
Community (ro):
Trap Recipient's IP address [0.0.0.0] <trap recipient ip>
Trap recipient Severity level : (0..5) [0] 2

(0..65535) [162]

[FibreChannel] <new password>

[0.0.0.0]

.done.

Trap recipient Port
Community (ro):
Trap Recipient's IP address
Committing configuration..
Replace the passwords in the following examples with the appropriate
passwords provided by the application. If only one trap recipient is required,
set the IP address to 0.0.0.0.

Verify the settings:

swd77:admin> snmpconfig --show snmpvl

Brocade
Switch
Console: Set
access control

]9

Set access control to make sure the right hosts get access. If only one trap
recipient is required, set the IP address to 0.0.0.0.

swd77:admin> snmpconfig --set accessControl

SNMPaccess list configuration:

Access host subnet area : [0.0.0.0] <trap recipient ip>
Read/Write? false, f): [true] f

Access host subnet area : [0.0.0.0] <trap recipient-ip>
Read/Write? false, f): [true] f

Access host subnet area : [0.0.0.0]

Read/Write? false, f): [true] f

Access host subnet area : [0.0.0.0]

Read/Write? false, f): [false] £

Access host subnet area : [0.0.0.0]

Read/Write? false, f): [false] f

Access host subnet area : [0.0.0.0]

Read/Write? false, f): [false] f

Committing configuration...done.

Verify the settings are correct:

swd77:admin> snmpconfig --show accessControl

(true, t,

(true, t,

(true, t,

(true, t,

(true, t,

(true, t,
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Procedure 27. Configure Brocade Switch XNMP Trap Target

Step | Procedure Results
6. Brocade Set the system location so it is clear where the trap originates from:
] Switch swd77:admin> snmpconfig --set systemGroup

Console: Set

- Customizing MIB-II system variables
system location

At each prompt, do one of the following:

o <Return> to accept current value,

o enter the appropriate new value,

o <Control-D> to skip the rest of configuration, or
o <Control-C> to cancel any change.

To correct any input mistake:

<Backspace> erases the previous character,
<Control-U> erases the whole line,

sysDescr: [Fibre Channel Switch.]
sysLocation: [End User Premise.]

<e.g Cab7enclosureliobay3>

sysContact: [Field Support.]
authTrapsEnabled (true, t, false, f): [true]

Committing configuration...done.

Verify the settings are correct:

swd77:admin> snmpconfig --show systemGroup
7. Brocade swd77:aadmin> logout
[] Switch
Console: Log
out
8. Repeat Repeats steps 1. through 7. to configure settings on the other Brocade switch
[] in the enclosure.

5. SAN Storage Arrays Procedures

5.1 SetIP on Fibre Channel Disk Controllers

This procedure sets the IP address for fibre channel disk controllers.
Note: Execute this procedure for only one of the two controllers.
Needed Material

e Serial access cable that ships with the given controller and laptop running Microsoft Windows with
USB port.

e |If setting the IP address for P2000, you may need to install the P2000 MSAUSB driver on the laptop.
Use the HP Solutions Firmware Upgrade Pack 1SO image and follow Appendix B Install P2000 MSA
USB Driver.

o |If setting the IP address for P2000, you may need [3] HP Solutions Firmware Upgrade Pack, Software
Centric Release Notes.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 28. Set IP on Fibre Channel Disk Controllers

Step | Procedure Results
1. Disk Array Connect to the disk array serial console with following settings:
[J | Serial e 115200 bps, 8 data bits, no parity, 1 stop bit, no flow control
Console:
Configure IP e Proprietary cable that ships with the controller is required for console
address on access
E'ib:(eghnetlpr;rzlr You may have to login using the manage username and the corresponding
sk L-ontrofle password. Once at the prompt (#), execute the following commands:
# set network-parameters ip <controller A IP address> netmask
<netmask> gateway <gateway IP address> controller a
# set network-parameters ip <controller B IP address> netmask
<netmask> gateway <gateway IP address> controller b
2. Disk Array Run the following command and check the output:
[] Serial # show network-parameters
\C/:onfsotlhe. Since you are currently logged in at the cli, execute the following command at
enty the this time to make sure the expansion disk arrays are identified correctly:
values were 4
entered resecan
correctly

5.2 Configure Fibre Channel Disk Controllers

This procedure configures security and user settings for fibre channel disk controllers.

Prerequisite:

5.1 Set IP on Fibre Channel Disk Controllers

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 29. Configure Fibre Channel Disk Controllers

Step | Procedure Results
1. Fibre Channel | Log into the fibre channel disk controller via ssh as a manage user.
[] Disk Output similar to the following displays:
Controller: 100 .
Log in ogin as: manage
manage@10.240.5.186"'s password: <manage password>
HPStorageWorks MSA2012fc
System Name: Platform IXP MSA2012fc
System Location: 500.07 Ul7 Brocade Ports 17 and 18
Version: W420R45
2. Fibre Channel # set protocols http disabled
[] Disk
Controller:
Disable http
3. Fibre Channel | # set protocols telnet disabled
[] Disk
Controller:

Disable telnet
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Procedure 29. Configure Fibre Channel Disk Controllers

Step | Procedure Results
4, Fibre Channel # set protocols ftp disabled
[] Disk
Controller:
Disable ftp
5. Fibre Channel | # delete user ftp
[] Disk
Controller:
Delete ftp user
6. Fibre Channel | This step is required if the device is a P2000 G3 array.
D Disk # delete user admin
Controller._ This account is an additional management account added by HP and is not
Delete admin
needed.
user
7. Fibre Channel # set password manage
[ Disk Use the appropriate password provided by the application documentation.
Controller:
Change
password for
manage
account
8. Fibre Channel # set password monitor
L] Disk Use the appropriate password provided by the application documentation.
Controller:
Change
password for
monitor
account
9. Fibre Channel # set controller-date <month> <day> <hh>:<mm>:<ss> <year> <time-
D Disk zone> ntp enabled ntpaddress <PMAC management network IP>
Controller: where
Set NTP and month: jan|feb|mar|apr|may|jun|juljaug|sep|oct|nov|dec
time zone
day: 1-31
hh: 0-23
mm: 0-59
ss: 0-59

year: four-digit number
time-zone: offset from Universal Time (UT) in hours (e.g.: -7)

For example:

# set controller-date sep 22 13:45:0 2007 -7 ntp enabled
ntpaddress 69.10.36.3

Check the time settings:
# show controller-date

# show ntp-status
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Procedure 29. Configure Fibre Channel Disk Controllers

Step | Procedure Results
10. Fibre Channel | Verify service and security protocols status:
D Disk # show protocols
Cor)troller. Verify user settings:
Verify settings
# show users
11. Fibre Channel # set snmp-parameters enable crit add-trap-host <target IP>
[1 | Disk This enables delivery of critical events to the target destination.
Controller:
Configure
SNMP trap
host
12. Fibre Channel | Log out from the fibre channel disk controller console.
D Disk # exit
Controller:
Log out

5.3 Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers

This procedure configures advanced settings on each MSA 2012fc disk controller.

Prerequisites:

e 5.1 Set IP on Fibre Channel Disk Controllers

e 5.2 Configure Fibre Channel Disk Controllers

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 30. Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers

Step | Procedure Results
1. Fibre Channel | Log into the Fibre Channel Disk Controller GUI as a manage user using https:
[] Disk https://<fibre channel disk controller IP>
Controller
GUI: Login
2. Fibre Channel | Navigate to Manage > General Config > System Configuration.
[] Disk

Controller GUI
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Procedure 30. Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers

Step | Procedure Results
3. Fibre Channel | 1. Make sure:
[] Disk . , L
Controller Dynamic Spare Cormgurauon is disabled.
GUI: Change Background Scrub is enabled.
advanced Partner Firmware Upgrade is enabled.
settings System Configuration
Virtual Disk/Utility Configuration Options
Dynamic Spare Configuration C Enabled @ Disabled
Background Scrub * Enabled ¢ Disabled
Partner Firmware Upgrade * Enabled C Disabled
Utility Priority I High ** "I
2. Press Change System Configuration.
4, Fibre Channel | Verify the successful message displays.
[] Disk
Controller
GUI: Verify
settings
5. Fibre Channel | Click Log Off on the left hand side.
[] Disk
Controller
GUI: Log out

5.4 Configure Advanced Settings on P2000 Fibre Channel Disk Controllers

This procedure configures advanced settings on each P2000 controller.

Prerequisites:

e 5.1 Set IP on Fibre Channel Disk Controllers

e 5.2 Configure Fibre Channel Disk Controllers

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 31. Configure Advanced Settings on P2000 Fibre Channel Disk Controllers

Step | Procedure Results
1. Fibre Channel Log into the fibre channel disk controller via ssh as a manage user.
[ Disk Output similar to the following displays:
Controller: . .
Login login as: manage
manage@10.240.4.205"'s password: <manage password>
HPStorageWorks MSAStorage P2000G3 FC/iSCSI
System Name: Uninitialized Name
System Location: Uninitialized Location
Version: L200R010
2. Fibre Channel # set advanced-settings dynamic-spares disabled
D Disk Info: Command completed successfully. - Parameter 'dynamic-
Controller: spares' was set to 'disabled'.
Configure Success: Command completed successfully. - The settings were
advanced changed successfully.
settings # set advanced-settings background-scrub enabled
Info: Command completed successfully. - Parameter 'background-
scrub' was set to 'enabled'.
Success: Command completed successfully. - The settings were
changed successfully.
# set advanced-settings partner- firmware-upgrade enabled
Info: Command completed successfully. - Parameter 'partner-
firmware-upgrade' was set to 'enabled'.
Success: Command completed successfully. - The settings were
changed successfully.
3. Fibre Channel # show advanced-settings
[] Disk
Controller:
Verify advanced
setting
4. Fibre Channel Log out from the fibre channel disk controller console.
D Disk # exit
Controller: Log
out

5.5 Upgrade Firmware on MSA 2012 fc Disk Controllers

This procedure upgrades the firmware of the MSA 2012fc disk controller.

5.3 Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers
Needed Material

¢ HP MISC firmware I1SO image

Prerequisite:

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide
e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

Note: Execute this procedure only on the A controller; the B controller automatically upgrades after the

A controller.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.5 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.

5.6 Upgrade Firmware on MSA P2000 Disk Controllers

This procedure upgrades the firmware of the MSA P2000 disk controller.

Prerequisite: 5.4 Configure Advanced Settings on P2000 Fibre Channel Disk Controllers
Needed Material

e HP MISC firmware 1SO image

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

Notes:

o Execute this procedure only on the A controller; the B controller automatically upgrades after the A
controller.

e This procedure also upgrades any I/O modules of P2000 JBOD enclosures cascaded from the P2000
disk controller being upgraded.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.5 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.

5.7 Replace a Failed Disk in MSA 2012fc Array

The MSA 2012fc arrays should be configured with spare disks. The designation and type of spare should
always be recorded for future reference.

When a disk fails, the system looks for a dedicated spare first to reconstruct the vdisk. If it does not find a
properly sized dedicated spare, it looks for a global spare. A properly sized vdisk spare is one whose
capacity is equal to or greater than that of the largest disk in the vdisk. A properly sized global spare is
one whose capacity is equal to or greater than that of the largest disk in the disk array. Ideally, the disk
that failed in the first place should still be physically replaced by a new disk and designated as the
dedicated spare or a global spare, the decision depends on what kind of spare was used to reconstruct
the vdisk.

If no properly sized spares are available, the vdisk reconstruction does not start automatically. To start
reconstruction manually, replace each failed disk with an appropriately sized disk and add each new disk
as a dedicated spare.

During the vdisk reconstruction, you can continue to use the vdisk. When a spare replaces a disk in a
vdisk, the spare’s icon in the enclosure view changes to match the other disks in that vdisk.

The array can indicate a failure has occurred in several ways:
e SNMP trap is sent, if controller is configured to send SNMP traps (it should be).
o Failed drive has amber LED illuminated.

e If you log into the disk controller, a screen display to indicates which disk(s) failed.
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Prerequisites:

e 5.1 Set IP on Fibre Channel Disk Controllers

e 5.2 Configure Fibre Channel Disk Controllers

Note:

The vdisk reconstruction can take hours or days to complete depending on the vdisk RAID level
and size, disk speed, utility priority, and other processes running on the storage system. You can
stop reconstruction only by deleting the vdisk.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 32. Replace a Failed Disk in MSA 2012fc Array

Step | Procedure Results
1. Fibre Channel | Log into the Fibre Channel Disk Controller GUI as a manage user using https:
[ Disk https://<fibre channel disk controller IP>
Controller
GUI: Login
2. Fibre Channel | If the replacement disk has been used in another MSA 2012fc array, it has
[] Disk metadata stored on it. This data must be cleared before the disk can be used
Controller in the new array. The disks, which need their metadata to be cleared, are in a
GUI: Clear Leftover or L state.
metadata 1. Navigate to Manage > Utilities > Disk Drive Utilities > Clear Metadata.
2. Select the disk(s) in an L state.
3. Click Clear Metadata for Selected Disk Drives.
3. Fibre Channel | 1. To add a global spare to reconstruct a vdisk, navigate to Manage >
U] Disk Virtual Disk Config.
Controller .
GUI" Add 2. Click Global Spare menu and Add Global Spares.
global spare 3. Select the disk that was replaced by marking the checkbox. It should be
disk bright green with an A on it.
4. Click Add Global Spares toward the bottom of the screen.
Verify the color of the disk changes and a G displays on the disk. If there
is a problem, a screen explains the failure. Popups must be allowed for
this message to be seen.
4. Fibre Channel | 1. To add a dedicated spare to reconstruct a vdisk, navigate to Manage >
] Disk Virtual Disk Config.
Controller . . . . i
GUIF Add a Click vdisk configuration and Add Vdisk Spares.
dedicated 3. Select the vdisk at the top of the screen. It should be bright green with an
spare disk A on it
4. Ensure the disk is in the correct enclosure and select the disk by marking
the checkbox.
5. Click the Add Vdisk Spares toward the bottom of the screen.
The disk changes to the same shade of blue (grey) as the rest of the disks
in the enclosure. If there is a problem, a screen explains the failure.
Popups must be allowed for this message to be seen.
6. Log off the disk controller by clicking Log Off.
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5.8 Replace a Failed Disk in MSA P2000 Disk Array

The MSA P2000 arrays should be configured with spare disks. The designation and the type of spare
should always be recorded for future reference.

When a disk fails, the system looks for a dedicated spare first to reconstruct the vdisk. If it does not find a
properly sized dedicated spare, it looks for a global spare. A properly sized vdisk spare is one whose
capacity is equal to or greater than that of the largest disk in the vdisk. A properly sized global spare is
one whose capacity is equal to or greater than that of the largest disk in the disk array. ldeally, the disk
that failed in the first place should still be physically replaced by a new disk and designated as the
dedicated spare or a global spare, the decision depends on what kind of spare was used to reconstruct
the vdisk.

If no properly sized spares are available, the vdisk reconstruction does not start automatically. To start
reconstruction manually, replace each failed disk by appropriately sized disk and then add each new disk
as a dedicated spare.

During the vdisk reconstruction, you can continue to use the vdisk. When a spare replaces a disk in a
vdisk, the spare’s icon in the enclosure view changes to match the other disks in that vdisk.

The array can indicate a failure has occurred in several ways:

e SNMP trap is sent, if controller is configured to send SNMP traps (it should be).

e Failed drive has amber LED illuminated.

e If you log into the disk controller, a screen display to indicates which disk(s) failed.
Prerequisites:

e 5.1 Set IP on Fibre Channel Disk Controllers

e 5.2 Configure Fibre Channel Disk Controllers

Note: The vdisk reconstruction can take hours or days to complete depending on the vdisk RAID level
and size, disk speed, utility priority, and other processes running on the storage system. You can
stop reconstruction only by deleting the vdisk.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 33. Replace a Failed Disk in MSA P2000 Disk Array

Step | Procedure Results
1. Fibre Channel | Log into the Fibre Channel Disk Controller GUI as a manage user using https:
[] Disk https://<fibre channel disk controller IP>
Controller
GUI: Login
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Procedure 33. Replace a Failed Disk in MSA P2000 Disk Array

Step | Procedure Results
2. Fibre Channel | If the replacement disk has been used in another P2000 array, it has metadata
[] Disk stored on it. This data must be cleared before the disk can be used in the new
Controller array. The disks, which need their metadata to be cleared, are in a Leftover
GUI: Clear state.
metadata 1. Inthe Configuration View panel, right-click the system and click Tools >
Clear Disk Metadata.
In the main panel, select the disk(s) in an LEFTOVR state.
3. Click Clear Metadata.
When processing is complete, a success screen displays.
4. Click OK.
3. Fibre Channel | To add a global spare to reconstruct a vdisk, in the Configuration View panel,
] Disk right-click on the system. On the right hand side blue bar menu, click

Controller
GUI: Add
global spare
disk

Provisioning and select Manage Global Spares.

& Storage Management Utility w

Srmem S Uninitialized Name (P2000G3 FC/iSCSI)

System Tine  200-00-15 09°37.:22
View » Frouisionng »  Configuration »  Tools »  Wizards = Help

SystemBeerds €3 0 W 0 0 2 (D W@

| uninitianz{ "

I —
- il €

B [ Uniniticsiced Neme (F200053 FEASES) | Select an
B Logical

B Vdisks

Syster

B 5B vkl (RAD) o
i Volme Lusched (55 508
Hosts O ¢
B Physical O G Wenege
@ Encioswret O

'] Moty Sohadlde 0

- Dekete Snep Pocls

Switch to Graphical representation if needed. Select the disk that was
replaced by marking the checkbox. It is labeled with an AVAIL on it.

Click Modify Spares.
Uninitialized Name (P2000G3 FC/iSCSI)

Uninitialized Hame (P2000G3 FCASCSH) > Provisioning > Manage Global Spares

Manage Global Spares

Add or remove dise from the selection set to define the global spares

Disk Sets, Total Space: 600.0GE.

Verify the color of the disk changes to blue and a GLOBALSP displays on the
disk. If there is a problem, a screen explains the failure. Popups must be
allowed for this message to be seen.
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Procedure 33. Replace a Failed Disk in MSA P2000 Disk Array

Step | Procedure Results
4, Fibre Channel | To add a dedicated spare to reconstruct a vdisk, in the Configuration View
[] Disk panel, right-click on the vdisk and navigate to Configuration > Manage
Controller Dedicated Spares.
cnsd .
i EECTN. |
spare disk S e — vdisk1 (RAID1)
EEAEER O/ 0 M 8 0 wilisk1 (RAIN) > View > Ouerview
: .
a Vdisk Overview
B [ Uninitinized Mame (P200063 FCASCSY Dretails about a secific viise
8 Logical Vielisk Overiew -
) ;m:"""* e e 20700
B Hosts rer— wezce L
Bl Physical ouE 100.0MB
B Enetosurs Configure Visk Drive S Down hacdied
l::::; 3 for voiskd
Heaith @ ok
Heaith Reazon Wirtual-disk is fault tol erant.
mme: wilisel
<_ I L iSZ\s 200668 i -
Switch to Graphical representation if needed. Ensure the disk is in the correct
enclosure and select the disk by marking the checkbox. It is labelled with an
AVAIL on it.
vdisk1 (RAID1) £
[ wdisk1 (RAID1) > Configuration > Manage Dedicated Spares
Manage Vdisk Dedicated Spares
Add or remove disks from the selection set to define the vdik spares
600.0068
300.0068 (@)
Click Modify Spares.
Verify the color of the disk changes to green and SPARE displays on the disk.
If there is a problem, a screen explains the failure. Popups must be allowed
for this message to be seen.
Log off the disk controller by clicking Log Off.
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6. Blade Server Procedures

6.1 Upgrade Blade Server Firmware

If Oracle Consulting Services or any other Oracle Partner is providing services to a customer that includes
installation and/or upgrade then, as long as the terms of the scope of those services include that Oracle
Consulting Services is employed as an agent of the customer (including update of Firmware on customer
provided services), then Oracle consulting services can install FW they obtain from the customer who is
licensed for support from HP.

Note: This procedure uses a custom SPP version that cannot be obtained from the customer and,
therefore, cannot be used for a Software Centric Customer. Software Centric Customers must
ensure their firmware versions match those detailed in [3] HP Solutions Firmware Upgrade Pack,
Software Centric Release Notes.

This procedure upgrades the firmware on the blade servers.

The HP Support Pack for ProLiant installer automatically detects the firmware components available on
the target server and only upgrades those components with firmware older than what is on the current
ISO.

Prerequisite: TPD has to have been installed on the server.

Needed Material

e HP Service Pack for ProLiant (SPP) firmware 1SO image

o HP MISC firmware 1SO image (for errata updates if applicable)

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

e USB Flash Drive (4GB or larger and formatted as FAT32) if upgrading with USB media.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.5 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.
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6.2 Confirm/Upgrade Blade Server BIOS Settings

6.2.1 BIOS Settings for HP Systems

This procedure confirms and updates the BIOS boot order on the blade servers.

Prerequisite:

6.1 Upgrade Blade Server Firmware has been completed.

For instructions on configuring Gen9 BIOS settings, refer to [1] TPD Initial Product Manufacture Software
Installation Procedure.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 34. BIOS Settings for HP Systems

Step | Procedure Results
1. OA GULI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
2. OA Web GUI: 1. Navigate to Enclosure Information > Device Bays > <Blade 1>.
[ Verl'fy boot 2. Click on the Boot Options tab.
device order
[ HP BladeSystem Onboard Administrator m \
— Device Bay Information - ProLiant BL450c G6 (Bay 1)
Updated Tue Jun B 2010, 20.21.53 —
e oo ——
e g.:,;;{::‘n,;:;ﬁ;l;’:;-I;‘:re'Imbm‘ s‘enq,-zh-'.'.e SerVer. ANner the server has booted usi ing these safings. & will refurn o wsir
[++ Q-] ) - :
- =
st 'EE.;@E;;?: )
B = bladets
ano
P =
B b
A e oot Nk s o o soefios o Sy RO Aaxot S Ul
3. Verify the boot order is:
e CD-ROM
e Diskette Drive (A:)
e USB DriveKey (C:)
e Hard Drive C: (*)
e PXENIC 1 (*)
If it is not, use the arrows to adjust the order and click Apply.
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Procedure 34. BIOS Settings for HP Systems

Step | Procedure Results
3. OA Web GUI: 1. Navigate to Enclosure Information > Device Bays > <[device]> > iLO.
[ Acces_s the 2. IniLO Remote Management, select the address.
blade iLO

appropriate static

If the option to select from multiple addresses displays, select the

address.

hitips:j10.240.72.5)

Visw Legend
Updled Thu Jul 3 2014, 12:98.09

a8 T o 0 R

4 0o ¢ 0 0 O

System
Stohis

Rack Overvew
Rack Frmware
Primary: 800_12_16
B Enclosure nfarmation
[ Encosure Settings.
0 active Dnboard Adminsirator
Standby Onboard Adminietrato
B Devics Bays
Bl 1 hostname! 345T7TORS
Bl 3 hostnameedSalasvabat
4. hoatnemaTS0afccdled
B 5 Goays
Lo
Port Manzing
Fimmware
11, hostname22360014033
iz Gabayiz
13. tvoa13t
14 tvoetaf
B 15 tpdiSF
5. Gabayls
Intarcannect Bays
P 5 ond Thermal

o
Click Integrated

% HP BladeSystem Onboard Administrator

System Status = Vizards ~ Opbtons ~ Help -

iLO - Device Bay 5

Procesgor Information Event Log

Management Processor Information
LOUSE3TIYETL
10240.72.15
BC.3BESATAMME
Los

1.30 Jul 18 2013
Yo

Firmware Yersion
iLO Federation Capable

Management Proceggor IPVE Information

el Bedb eSiifeal dadnd
id0d:debacdS7cesd 257

Link Local Address
DHCPv Address

iLO Remate Management

Selsc! the soorese that will be wssd for the linkz In the 2sction baion.

& 102407245
I PRl BedbeSiffeal dads (Link Locsl dodress)  [3]
I Fdld:deba d87c e=3 2 5 (DHCPLE Address)

Cifcking the links in tis section nill cpen the requested L0 sessioms in n=w windons using singls sign-on (330}, which
ooea not requirs &n ILO vsermama or asenord 1o ba entared.

al

Remote Console.

This opens the iLO interface for that blade. If this is the first time the iLO
is being accessed, you are asked to install and add on to your web
browser. Follow the instructions to do so.

Primary: 103_03_03
Bl Enclosure Information
Enclosure Settings

ﬂ Device Bays
B 1 et

Port Mappin

Active Onboard Administrator
Standby Onboard Administrator

10. DSR02blade10
11. DSR04blade11

iLo2
1.81 Jan 15 2010

Model
Firmware Version

iLO Remote Management

Clicking the links in this section will open the reqi
does not require an iLO username or password fo

If your browser settings prevent new popup windos

2. blade02 Web Administration
3. blade03 Access the iLO web user interface.
pdl 4. blade04
- aoe - Integrated Remote Console
5. DSROZblade05 Access the system KWVM and goatrol Virtual Powe
&. hostname1303224145 Explorer
7. hostname1303224159
9. DSRO3bladedg Integrated Remote Console Fullscreen

Re-size the Integrated Remote Console to the same
client desktop.
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Procedure 34. BIOS Settings for HP Systems

Step | Procedure Results
4, Server iLO: 1. If a certificate security warning displays, click continue.
[ Upd_ate BIOS 2. Log into the blade as the admusr.
settings
3. Reboot the server and press F9 during the power-up sequence to access

the BIOS setup screen.

Navigate to Date and Time and press Enter.

Set the current date and UTC time, and press Enter.
ROM-Based Setup Utility, Version 3.88

Copyright 1982, 2018 Hewlett-Packard Developnent Company, L.P.

© © N o

10.

odify Date and Time
<{ENITER> to Save Changes, <ESC> to Main Henu

Press Esc to go back to the main menu.
Navigate to Power Management Options and press Enter.
Select the HP Power Profile and press Enter.

Navigate to Maximum Performance and press Enter.

HP Pouwer Profile

Press Esc twice to exit the BIOS setup screen and F10 to confirm exiting
the utility.

The blade reboots.
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Procedure 34. BIOS Settings for HP Systems

Step | Procedure Results

5. OA Web GUI: Repeat steps 2. through 4. for remaining blades and then exit the OA GUI.
[] Repeat

6.2.2 BIOS Settings for Oracle Sun Systems
This procedure configures the BIOS power management and UEFI settings.

For all TPD supported Oracle servers, the Energy Performance should be set to Performance, and on
the Oracle X4-2 servers, you must set UEFI Configuration Synchronization so that Synchronization Late
is Disabled. If this step is not performed, the server may reboot a second time after POST on some
reboots. This can be especially bothersome when trying to do a one-time boot to USB or CD/DVDROM.

Note: In the following steps, unless stated otherwise, X5-2, X6-2, and X7-2 refer to all versions of the
X5-2, X6-2, X7-2 servers supported by TPD. For example, the Netra X5-2 server, Oracle X5-2
server, and Oracle X5-2M server apply for all mentions of X5-2.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 35. BIOS Settings for Oracle Sun Systems

Step | Procedure Results

1. Oracle ILOM: Connect to the ILOM as described in and Appendix E.1 Access a Server
[] Login Console Remotely login.
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Procedure 35. BIOS Settings for Oracle Sun Systems

Step | Procedure Results
2. Oracle ILOM: 1. Reboot the server and press F2 during the power-up sequence to access
[] Update BIOS the BIOS setup screen.
settings ;
2. Setthe current date and UTC time.
System Date
3. For X4-2, from the Advanced tab, select Processors.
Note: If the server is an X5-2, X6-2, or X7-2, skip this step and go to the
next step.
Select CPU Power Management Configuration.
If the Energy Performance field is not set to Performance, select Energy
Performance and press Enter.
Note: For X5-2 and X6-2, set ENERGY_PERF_BIAS_CFG mode to
PERF. Press Enter and skip to step 7.
Select the Performance option and press Enter.
7. Press Esc twice (just once on the X5-2 and X6-2) to return to the
Advanced menu.
3. Oracle ILOM: Select UEFI Configuration Synchronization and press Enter.
[ UptgatefBl(t)hS 2. If Synchronization Late is not Disable, press Enter to modify the option.
Setling for the Select Disabled and press Enter.
X4-2 only

3. Press Esc to return to the Advanced menu.
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Procedure 35. BIOS Settings for Oracle Sun Systems

Step | Procedure Results

4, Oracle ILOM: 1. Navigate to the Boot tab.

[ Boot 2. For X4-2, X5-2, and X6-2, under Legacy Boot Option Priority, verify the
RAID Adapter is listed first. If not, highlight it and press the + key to move
it to the top of the list.

For X7-2, under UEFI Boot Option Priority, verify the TPD XX.XX is listed
first. If not, highlight it and press Enter to move it to Boot Option #1.

3. Select Exit or from the Save & Exit tab, and select Save Changes and
Exit. Answer Yes when asked to confirm.

6.3 Configure Blade Server iLO Password for Administrator Account

This procedure changes the blade server iLO password for the Administrator account for blade servers in
an enclosure.

Prerequisites:

e 7.1 Configure Initial OA IP

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 36. Configure Blade Server iLO Password for Administrator Account

Step | Procedure Results
1. PMAC: Login SSH into the PMAC and login as admusr.
[] login as: admusr
Password: <admusr password>
2. PMAC: Create | 1. In/usr/TKLC/smac/html/public-configs create an xml file with
] XML file information similar to the following example. Change the Administrator
password field only as instructed by the application.
Note: If using a text editor like VIM, take care to use sudo before the
command; otherwise, you may not be able to save the file.
<RIBCL VERSION="2.0">
<LOGIN USER LOGIN="admusr" PASSWORD="password">
<USER INFO MODE="write">
<MOD USER USER LOGIN="Administrator">
<PASSWORD value="<new Administrator password>"/>
</MOD_USER>
</USER_INFO>
</LOGIN>
</RIBCL>
2. Save this file as change_ilo_admin_passwd.xml.
3. Change the permission of the file.
$ sudo chmod 644 change ilo admin passwd.xml
3. OA Shell: Log | Log into OA via ssh as root user.
D intO the aCtiVe ]_ogj_n as: root
OA | L
WARNING: This is a private system. Do not attempt to login
unless you are an authorized user. Any authorized or
unauthorized access and use may be monitored and can result in
criminal or civil prosecution under applicable law.
Firmware Version: 3.00
Built: 03/19/2010 @ 14:13
OA BayNumber: 1
OA Role: Active
root@10.240.17.51"s password:
If the OA role is not Active, log into the other OA of the enclosure system.
4. OA Shell: Run | > hponcfg all https://<pmac ip>/public-
[] hponcﬁ; configs/change ilo admin passwd.xml
5. OA Shell: Monitor the output for error messages. Refer to the HP Integrate Lights-Out
[] Check output Management processor Scripting and Command Line Resource Guide for
troubleshooting.
6. OA Shell: Log | Log out from the OA.
[] out
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Procedure 36. Configure Blade Server iLO Password for Administrator Account

Step | Procedure Results
7. PMAC: On the PMAC, remove the configuration file you created. This is done for
[] Remove security reasons, so that no one can reuse the file:

configs/change ilo admin passwd.xml

temporary file $ sudo /bin/rm -rf /usr/TKLC/smac/html/public-

6.4 Access the Server Virtual Serial Port

This procedure accesses iLO or ILOM VSP.

Prerequisite: For HP servers, complete 6.3 Configure Blade Server iLO Password for Administrator

Account.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 37. Access the Server Virtual Serial Port

Step | Procedure Results
1. For HP Login via ssh to the iLO IP as the Administrator user.
[] Servers # ssh Administrator@<ilo ip>
HP iLO: Administrator@<ilo ip>'s password:
Access VSP User:Administrator logged-in to

ILOUSE8068S2T.nc.tekelec.com(10.250.36.71)

Server Name: localhost.localdomain
Server Power: On

</>hpiLO-> vsp

Starting virtual serial port

Press 'ESC (' to return to the CLI Session

Press Enter + ( to refresh the screen.
Note: Press ESC to escape VSP console.

iLO Advanced 1.50 at 17:30:27 INT=4Mar 12 2008

</>hpiLO-> Virtual Serial Port active: IO=0x03F8

2. For Oracle Login via ssh as the root user.

] Servers # ssh root@<ilom ip>
Oracle ILOM: Password:
Login and Oracle (R) Integrated Lights Out Manager
connect Version 3.1.0.18 r72481

reserved.

Warning: password is set to factory default
-> start /HOST/console/

Are you sure you want to start /HOST/console
Serial console started. To stop, type ESC (
Press Enter + ( to refresh the screen.

Note: Press ESC to escape VSP console.

Copyright (c) 2012, Oracle and/or its affiliates. All rights

(y/n)? y
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6.5 Configure Syscheck Default Route Ping Test

This procedure configures a ping test on the blade system.
Prerequisite: TPD must be installed on the blade server.
Note: Repeat this test for every blade server in the blade system.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 38. Configure Syscheck Default Route Ping Test

Step | Procedure Results
1. Blade Server: 1. Log into the blade server as admusr.
U Configure 2. Enable syscheck default router test.
syscheck
default route $ sudo /usr/TKLC/plat/bin/syscheckAdm net defaultroute -
test enable

3. Run syscheck to verify the test is working.

$ sudo /usr/TKLC/plat/bin/syscheck -v net defaultroute
Running modules in class net...

OK

LOG LOCATION: /var/TKLC/log/ syscheck/fail log

4. Restart syscheck.
$ sudo /sbin/initctl/syscheck restart
5. Repeat for each blade server.

6.6 Prepare a System for Extended Power Outage

This procedure shuts down a system properly for an extended period such as shipping from one site to
another site.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 39. Prepare a System for Extended Power Outage

Step | Results
1. Refer to instructions provided by the application to correctly power down all blade servers.
[]
2. Verify each server has shut down.
[]
3. Login via SSH into one fibre channel controller in each MSA as the manage user and run:
[] # shutdown both
4. Power down disk arrays using power switches on each array.
[]
5. Login to each management server via SSH as admusr and run:
[] $ sudo /sbin/shutdown -h now
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Procedure 39. Prepare a System for Extended Power Outage

Step | Results
6. If the aggregation switches are provided by Oracle, power off the 4948/4948E switches.
[ If the aggregation switches are provided by the customer, request the customer follow their
policies for preparing devices for an extended power outage.
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6.7 Bring Up a System After Extended Power Outage

This procedure powers up the HP blade system properly.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 40. Bring Up a System After Extended Power Outage

Step | Results
1. Power on the cabinets that house the devices.
[]
2. If the aggregation switches are provided by Oracle, power on the 4948/4948E switches.
[]
3. Turn on the management server by depressing the power button on the front of the server.
[]
4, Turn on power switches on all disk arrays.
[
5. Power on remaining cabinets.
[ Ensure all power supply LEDs are green on all equipment.
6. Power up each blade server.
[

7. C7000 Enclosure Procedures

7.1 Configure Initial OA IP

This procedure sets the initial IP address for the onboard administrator in location OA Bay 1 (left as
viewed from the rear) and Bay 2 using the front panel display.

Prerequisite: Onboard administrator must be preset in the OA Bay 1 location.

Note: The enclosure should be provisioned with two onboard administrators. This procedure needs to
be executed only for OA Bay 1 regardless of the number of OAs installed in the enclosure.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 41. Configure Initial OA IP

Step | Procedure

Results

1.
[

Configure OA Bayl IP address using insight display on the front side of the
enclosure.

ncosure emgs

Enclosure Info
Blade or Port Info

TJurn Enclosure UID on
View User Note
Chat Mode
USB Menu
Main Menu Help

O™

1. Navigate to Enclosure Settings and click OK.

Enclosure Settings

Power Mode Redundant|?
Power Limit NotSet)? &l
Dynamic Power Enabled|? v |
OA1 IPv6 fdOd:deba:d97c...|?

OAZ2 IPvbE fdod:deba:d97c...|? m
Encl Name 900_12_16)? <
Rack Name 900 _12)*

DVD Drive Connect...|? (1=l
Insight Display PIN# Not Set)?

) Settings Help

Note: The OAL IP and OA2 IP menu settings in this procedure may indicate
OAL1 IPv4 or OAL IPv6. In either case, select this menu setting to set
the OA IP address.

2. Navigate to the OA1 IP menu settings and click OK.
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Procedure 41. Configure Initial OA IP

Step | Procedure Results
3. For IPv4 1. Navigate to the OA1 IPv4 and click OK.
[ addresses 2. Onthe OAl Network Mode screen, select Static and click OK.
3. Select Accept and click OK.
4. On the Change:OALl IP address screen, fill in data below, and click OK.
e |P
e MASK
e gateway
5. Select Accept and click OK.
Navigate to OA2 IP menu setting on the Insight display and repeat the
above steps to assign the IP parameters of OA2.
4, For IPv6 1. Navigate to the OA1 IPv6and click OK.
[ addresses 2. Onthe Change: OAl IPv6 Status menu, select the Enabled option and

click OK.
Select Accept and click OK.

On the Change:0A1 IPv6 Settings screen, fill in appropriate data, and
click OK.

a. Setthe Static IPv6 address to the globally scoped address and prefix
and click OK.

b. If not already disabled, set the DHCPv6 option to Disabled.
If not already disabled, set the SLAAC option to Disabled.

d. |If a static Gateway address is to be configured, navigate to Static
Gateway, and click OK.

e Select the Static Gateway IPv6 Address and click OK.
e Select Set and click OK.

e. Navigate to OA2 IP menu setting on the Insight display and repeat the
above steps to assign the IP parameters of OA2.

f.  Select Accept All and click OK.

The Main Menu displays.
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7.2 Configure Initial OA Settings Using the Configuration Wizard

This procedure configures initial OA settings using a configuration wizard. This procedure should be
used for initial configuration only and should be executed when the onboard administrator in OA Bay 1
(left as viewed from rear) is installed and active.

Prerequisites:

¢ If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E/4948E-F switches
must be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

e 7.1 Configure Initial OA IP
e Both OAs are installed
Notes:

e The enclosure should be provisioned with two onboard administrators. The OA in Bay 2
automatically acquires its configuration from the OA in Bay 1 after the configuration is complete.

e Use this procedure for initial configuration only. Follow 7.7 Replace Onboard Administrator to learn
how to replace one of the onboard administrators correctly.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure Results

1. OA GUI: Login | From a web browser, navigate to the OA Bay1l IP address assigned in 7.1
[] Configure Initial OA IP.

http://<OA_IP>

Login as an administrative user. The original password is on a paper card
attached to each OA.

B I L L T e Sy P
O -8B swem | ¥ s tne “ oA
o 0 P fpwen D 190

fowtn a8 A0 It AN, . Oy ot DG e (S e ek e e g T DI @ acn B e ey (A 1 e

P ——

A

8 g owmmww Co ooy "™ i
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Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure Results
2. OA GUI: Run Run the First Time Setup Wizard.
[I FIrSt Tlme 2] HP BladeSystem Onboard Administrator
Setup Wizard
First Time Setup Wizard
Sl up infiial enclosure snd server setiings
Welcome
I This wizard vl segist vouin ssttng up your enclosures. f i run aulomaticslly tha firct time the
Endlosura Selaction Cnboard Achiiniztretor = seried.
Stepe may ke thipped wihsn accompansd by 5 Skip kutton. The settings for sach sep wil bs sppliss
P
;TT:I: D:::U::‘ essing [#] Do riat avtornzticaly show this wizerd again.
-
o Versgement
CE T
If needed, navigate to Wizards > First Time Setup.
3. OA GUL: Click Next to select the enclosure to configure.
0 | Selectthe e N 7/ == |
enclosure ESsSs—F
e oiuns | v + W= UnnamedRack o~ a»
O Y100 Ty EIITNITIITR
E——
S =r= =
= - -
@ (rcosse Semnge
B scove Crteer -
- E . .
-] oes
LB
bl .
- BT
4, OA GUI: FIPS | Click Next.
[] screen FIPS mode is not currently supported.
5. OA GUI: Click Next and select the enclosure.
[] Enclosure
Selection
screen
6. OA GUI: Click Next.
[] | Configuration Skip Configuration management.
Management
screen
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Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure

Results

7. OA GUI: Rack
] and Enclosure | ,

Settings screen
[ ]

HP BladeSystem Onboard Administrator

Click Next and type:

The Rack Name in format xxx_xx.
The Enclosure Name in format <rack name>_<position>

Example:
Rack Name: 500_03
Enclosure Name: 500 03 03
Note: Enclosure positions are numbered from 1 at the bottom of the rack
to 4 at the top.
Mark the Set time using an NTP server option.

Type the Primary NTP Server, which is recommended to be set to the
<customer_supplied_ntp_server_address>).

Set Poll Interval to 720.

Set Time Zone to UTC, if the customer does not have any specific
requirements.

7|

First Time Setup Wizard a

s b e e ae serg

Rack and Enclowre Settings

s )
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Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure

Results

8. OA GUL:

[] Administrator
Account Setup
screen

Click Next and change the administrator password.

¥ HP BladeSystem Onboard Administrator L~ /{ /

First Time Setup Wizard E

Setupinkinl sncicaurs and zerver setings

Administrator Account Sstup

Stop B of 12

WWelcome: Thie Meministratar sccount iz the mazier adminizirstor aczourt for the soclosure. This sccaunt has il

Erclosure Ssiecton possibke privieges fon Al devices In the erclosure. These sccourt setings wil be spled 1o e bult-in
Azt sfor ACCouTt o S35 ENCIDEUFe YU have selsted

e gurston ansEment
Fack and Enclosure Setings P 11 s vour (V11 Laging i, e iy g leche f e Onbosrd Aot e
Admristraor Acoourt Setup
Locel Liser Aconts e Fiers
Erclosure By P Addassing

Uzer Name:* Adinistrator
Ditectary Groups

B E—

e |

Directory Setfingz
Onhoard Acminvstrator

Netwark Seitras
Full Name: System Administrator

SHMP Seftings

Fower Managemsrt ot [ ]

Finish

Ersabiling PIN protection swill IEGUINe & PIN Gode 10 D8 sTered Delore usrg e encosures Insight
Dispisy. Tre DK = aphe-rement snd rust hswe 3 length from ons o sis charscters

[ enane on pronection

FIN Code Confirm

OA GUL:
Configure
EBIPA settings

%

Click Next to create the pmacadmin and admusr user.
e Onthe Local User Accounts screen, click New to add pmacadmin user.

e Type the User Name and Password.

e Set the Privilege Level to Administrator.
documentation for the password.

Refer to the application

e Verify all of the blades have been checked before marking the Onboard
Administrator Bays checkbox under the User Permissions section.

e Click Add User.
Repeat to create the admusr user.

e e (O T R

First Time Setup Wizard a

‘Set up intial enclosure and server settings

Local User Accounts

Enclosure Selection
Configuration Management
Rack and Enclosure Settings
Administrator Account Setup
Local User Accounts

EBIPA

Directory Groups

Directory Settings

Onboard Administrator Network
Settings

SNMP Settings
Power Management

Finish

Step 6 of 13
Welcome Local user accounts (up to 30) may be established for individual devices (server blades, network
FIPS modules, and storage modules). Users can be granted or denied access to specific device bays in the

enclosure.
The kst below displays the currently configured users in the enclosure you are signed in to. You may

add, edi, and delete users from this screen. Click Next to continue when you are finished
configuring users.

900_12_16 Users

Administrator Awwsmm'on System Administrator Enabled
\ admusr ADMMNSTRATOR Enabled
| E] pmacadmin  ADMMISTRATOR Enabled

EAECIE BT ECTE
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Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure Results
10. OA GUI: Click Next to configure the EBIPA settings.
[] | Enclosure Bay | click Next to continue or Skip if the EBIPA has been configured.
IP Addressing

Note: The EBIPA address setup is required.
1. For IPv4, click First Time Setup Wizard EBIPA: IPv4.

a. From the Device List pane, type the iLO IP Address, Subnet Mask,
and Gateway fields for device bays 1-16.

Do not fill in the iLO IP Address, Subnet Mask, and Gateway fields
for device bays 1A-16A or 1B-16B.

Note: Bays 1A-16A and 1B-16B are used for double-density blades,
for example, BL2x220c, which are not supported in this
release.

b. Click Enabled for each device bay 1 through 16 in use.
Notes:

e Any unused slots should have an IP address assigned, but should
not be disabled.

¢ Do not use autofill as this will fill the entries for the Device Bays
1A through 16B.

HP BladeSystem Onboard Administrator m

First Time Setup Wizard

Sat up initial enclosure and server sedtings

Pvd

Step 7.1 of 13

Welcome Device Bay iLO Processer Addrass Range: The form Below provides fixed 1P addvess sssigrment fo the device bays in the enciosure. ¥ there is an P address in
(iL0) has previously been configured or has received a DHCF agds

Nede: All of the selected ILO Processors will be resed if the profacel iz srabled. ¥ each iLO has Besn previcusly given & static IP address, these EBPA sefting
¥ the iLO 1P address has besn configured via an extemal DHCP sénice, the EEBFA seftings will vemide the existing DHCF address

When EBIPA is configured the nelwork it chexked for duplicale P sddresies. Thil process may take seversl minufed, especially if sulliple encloures have b

Davice List Thia et sVapiars the P adchesses that will Be 3apgned io each of ine device baye if EBIPA iz enatled. Note Clicking ihe autofill “down amow
sadresses for all of the device bays below the smow. The subne! mask, pateway, domain, and DNS servers will also be copied fo each of the consecutive ba

e e m-mmgm

10.240.72.11 10.240.72.11

¥ 102407212 2552552550 | [10.240.72.1 = e
il 10.260.72.13 2552952950 | [10.2%0.72.1 B 10207213
N i 10.240.72.14 2852552550 | [10240.721 B 10207214
7 1024072 18 senze 2080 | (10240721 | 10207218
- ’ 02407218 20 | [1024 ] Y
-

Scroll to the Interconnect List (below Device Bay 16B).

d. Type the EBIPA Address, Subnet Mask, and Gateway fields for
each Interconnect Bay in use.

e. Click Enable for each Interconnect Bay in use.

Page | 180

E91175-01




Platform 6.5 Configuration Guide

Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure

Results

f. Click Next to apply settings.

The system may restart devices such as interconnect devices or iLOs
to apply new addresses.

g. Check the IP address to ensure the settings are correct.
2. For IPv6, click First Time Setup Wizard EBIPA: IPv6.

a. From the Device List pane, type the iLO IP Address/Prefix or
Gateway fields for device bays 1-16.

Do not fill in the iLO IP Address/Prefix and Gateway fields for device
bays 1A-16A or 1B-16B.

Note: Bays 1A-16A and 1B-16B are used for double-density blades,
for example, BL2x220c, which are not supported in this
release.

b. Click Enabled for each device bay 1 through 16 in use.
Notes:

e Any unused slots should have an IP address assigned, but should
not be disabled.

¢ Do not use autofill as this will fill the entries for the Device Bays
1A through 16B.

&) HP BladeSystem Onboard Administrator m Home') Sign Out

First Time Setup Wizard

Set up initis] enciosure and server settings.

w* bution will f

V6 a5
P 0 inferconnect bays beiow th s DNS servers wil also

‘button will il in
consecutive ares. fthe i iow the amow. The domain & 130 be copied 0 e st
1 B NA

=

Scroll to the Interconnect List (below Device Bay 16B).

d. Type the EBIPA Address/Prefix and Gateway fields for each
Interconnect Bay in use.

e. Click Enable for each Interconnect Bay in use.
f.  Click Next to apply settings.

The system may restart devices such as interconnect devices or iLOs
to apply new addresses.

g. Check the IP address to ensure the settings are correct.
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Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure Results

11. OA GUI: Skip Directory Group setup.

[] Directory
Groups screen

12. OA GUL: Click Next.

[] | Directory Skip Directory Settings setup.

Settings screen
13. OA GUL: Click Next.

[] | Onboard On the Onboard Administrator Network Settings screen, you can assign or
Administrator modify the IP address and the other network settings for the Onboard
glet\{vork Administrator(s).

ettings screen The Active Administrator Network Settings pertain to the active OA (OA Bay 1
location during initial configuration). If the second Onboard Administrator is
present, the Standby Onboard Administrator Network Settings also display.

1. Click Use static IP settings for each Standby Onboard Administrator.
2. Type the IP Address, Subnet Mask, and Gateway for the standard OA.
I 77/
First Time Setup Wizard a
ECTIECIR T EETm
3. Click Next.
If you changed the IP address of the active OA, you are disconnected.
Close your browser and login again using the new IP address.
14, OA GULI: By default, the Enable SNMP checkbox is marked. If you do not want to have
[] SNMP Settings | SNMP enabled, see Appendix | Disable SNMP on the OA.

screen

Note: This step does not set an SNMP Trap Destination. To do this, see

7.10 Add SNMP Trap Destination on OA.
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Procedure 42. Configure Initial OA Settings Using the Configuration Wizard

Step | Procedure Results
15. OA GUL: Click Next.

[ Power The Power Mode setting on the Power Management screen must be
Management configured for power supply redundancy. The first available setting on the
screen Power Management screen is either AC Redundant or Redundant,

depending on whether the Enclosure is powered by AC or DC. In either case,
click Power Supply Redundant option.
For all other settings on the Power Management screen, leave the default
settings unchanged.

16. OA GUI: Click Next.

[] | Finish screen | click Finish.

17. OA GUI: Set Navigate to Enclosure Information > Enclosure Settings > Link Loss

] link loss Failover.
failover

Mark the Enable Link Loss Failover checkbox and specify the Failover
Interval to be 180 seconds.

Click Apply.

21 HP BladeSystem Onboard Administrator

e Enclosure Settings - 500_05_01 B

Updated Tha Jur 30 2011, 114014

a ¥ 090

SesemSietus 0 0 D 0 0O

Link Loss Failover

Link Laee Faiower wil ensbie 12 Standby Orkosrd Seministrator to monitoe the network Ik status of the Activs moduleIf the Active moctle looses its netwerk fink
for & periodd o tima and the Stenckey has reporied a oo link during the sams tma span, s autormatic OA, faiover vl cosur. The interval kefors an utomatic faikear

Systems and Devices i performed can ke defined belom
=

Faack Overview
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| EnablaLink Loss Falover
Primary: 500_05_
B Enclozurs Information
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Alertsl
Device Py Seens
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Erciosure TCPIP Setfings
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SIME SETrGs
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7.3 Configure OA Security

This procedure disables telnet access to OA.

Prerequisite:

7.2 Configure Initial OA Settings Using the Configuration Wizard

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 43. Configure OA Security

Step | Procedure Results
1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
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Procedure 43. Configure OA Security

Step | Procedure Results
2. OA GUL: 1. Navigate to Enclosure Information > Enclosure Settings > Network
[] Disable telnet Access.

2. Unmark the Enable Telnet checkbox.

B HP BladeSystem Onboard Administrator m
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<o Pty
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3. OA GUI: Apply | Click Apply.
[] changes

7.4 Upgrade or Downgrade OA Firmware

If Oracle Consulting Services or any other Oracle Partner is providing services to a customer that includes
installation and/or upgrade then, as long as the terms of the scope of those services include that Oracle
Consulting Services is employed as an agent of the customer (including update of Firmware on customer
provided services), then Oracle consulting services can install FW they obtain from the customer who is
licensed for support from HP.

This procedure upgrades or downgrades the firmware on the OAs. The procedure also ensures both
OAs have the same firmware version. When the firmware update begins, the standby OA automatically
updates first.

Prerequisite: Obtain customer approval needed for OA firmware updates. This procedure can change
the version of firmware installed in one or both OAs.

Needed Material

e HP MISC firmware ISO image

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

Note: The enclosure should be provisioned with two onboard administrators. This procedure installs
the same firmware version on both onboard administrators.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.5 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.
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7.5 Store OA Configuration on Management Server

This procedure backs up OA settings on the management server.
Prerequisites:

e |f the aggregation switches are supported by Oracle, then the Cisco 4948/4948E/4948E-F switches
must be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

e 7.2 Configure Initial OA Settings Using the Configuration Wizard
e 9.1 Install TVOE on the Management Server

e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 44. Store OA Configuration on Management Server

Step | Procedure Results
1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
2. OA GUI: Store | 1. Navigate to Enclosure Information > Enclosure Settings >
[] configuration Configuration Scripts.

file

2. Open the first configuration file (current settings for enclosure).

77/ NN B2

[¥) HP Onboard Adminstrator

oV Sprwms oy
» .
o -
-y - {/"—__".\.
o )
[+ \__ __Vl‘
e T —
(_ atgoste Loy

~ =
3. Store file on the local disk.
4. Click Show Config.
Copy all text on the screen and save it in a text file or navigate to File > Save
As and select a filename and path. Select Text file as the type.

For example, you may select the following syntax for the configuration file
name:

<enclosure ID>_<timetag>.conf
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Procedure 44. Store OA Configuration on Management Server

Step

Procedure

Results

3.
[

PMAC: Back
up
configuration
file

1.

Under /usr/TKLC/smac/etc directory, you can create your own
subdirectory structure. Log into the management server using ssh as
admusr and create the target directory:

$ sudo /bin/mkdir -p /usr/TKLC/smac/etc/OA backups/OABackup
Change the directory permissions:

$ sudo /bin/chmod go+x /usr/TKLC/smac/etc/OA backups

$ sudo /bin/chmod go+x /usr/TKLC/smac/etc/OA backups/OABackup

$ sudo /bin/chown pmacd:pmacbackup
/usr/TKLC/smac/etc/OA backups

$ sudo /bin/chown pmacd:pmacbackup
/usr/TKLC/smac/etc/OA backups/OABackup

Copy the configuration file to the created directory.

For UNIX users:
# scp ./<cabinet enclosure backup file>.conf \
admusr@<pmac management network ip>:/home/admusr
Windows users:

Refer to Appendix A Using WinSCP to copy the file to the
management server.
On the PMAC, move the configuration file to the OA Backup folder you
created under /usr/TKLC/smac/etc:

$ sudo /bin/mv /home/admusr/<cabinet enclosure backup
file>.conf /usr/TKLC/smac/etc/OA backups/OABackup

ks

PMAC: Use
PMAC
application
backup to
capture the OA
backup

$ sudo /usr/TKLC/smac/bin/pmacadm backup

PMAC backup been successfully initiated as task ID 7
Notes:

The backup runs as a background task. To check the status of the
background task, use the PMAC GUI Task Monitor screen, or the
command $ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks. The
result should eventually be PMAC Backup successful and the
background task should indicate COMPLETE.

The pmacadm backup command uses a naming convention that includes a
date/time stamp in the file name (for example:
backupPmac_20111025_100251.pef). In the example, the backup file
name indicates it was created on 10/25/2011 at 10:02:51 am server time.
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Procedure 44. Store OA Configuration on Management Server

Step | Procedure Results
5. PMAC: Verify | If the background task shows the backup failed, then the backup did not
[] backup was complete successfully. STOP and contact My Oracle Support (MOS).
successful The output of pmaccli getBgTasks should look similar to this:

$ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks
2: Backup PMAC COMPLETE - PMAC Backup successful
Step 2: of 2 Started: 2012-07-05 16:53:10 running: 4
sinceUpdate: 2 taskRecordNum: 2 Server Identity:
Physical Blade Location:
Blade Enclosure:
Blade Enclosure Bay:
Guest VM Location:
Host IP:
Guest Name:
TPD IP:
Rack Mount Server:
IP:
Name:

6. PMAC: Save If the NetBackup feature has not been configured for this PMAC or the

[] the backup Redundant PMAC is not configured in this system, the PMAC backup must be
moved to a remote server. Transfer (sftp, scp, rsync, or preferred utility) the
PMAC backup to an appropriate remote server. The PMAC backup files are
saved in the /var/TKLC/smac/backup directory.

7. OA GUI: Log Log out from the OA by clicking Sign Out at the top right corner.

[] out
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7.6 Restore OA Configuration from Management Server
This procedure restores configuration backup from the management server and applies it on the OAs.
Prerequisites:

¢ If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E/4948E-F switches
must be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e 9.1 Install TVOE on the Management Server

e 9.2 Configure TVOE Network

e 9.3 Deploy PMAC Guest

It is assumed that:

e 7.5 Store OA Configuration on Management Server has already been performed.
e 7.1 Configure Initial OA IP has been completed before this procedure.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 45. Restore OA Configuration from Management Server

Step | Procedure Results
1. Obtain 1. Log into the PMAC server as the admusr user.
[ c_onf|gurat|on 2. Copy the OA backup file to the home directory of admusr:
files from the
management $ sudo cp
server /usr/TKLC/smac/etc/OA backups/OABackup/<backup config filenam

e> /home/admusr
3. Make the file readable by admust:
$ sudo chown admusr /home/admusr/<backup config filename>
$ sudo chmod 400 /home/admusr/<backup_co;fig_fizename>
4. From the PC, use scp or WinSCP to copy the file from admusr@<PMAC
IP>:/home/admusr/<backup_config_filename>
Unix Users:

$ scp
admusr@<pmac_ management network ip>:/usr/TKLC/smac/etc/OA
_backups/OABackup/<backup config filename> .

Windows Users:
Refer to Using WinSCP to copy the file to your PC.
5. Onthe PMAC, remove the file copied above:
$ sudo rm /home/admusr/<backup config filename>

6. Log out of the PMAC server.

OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
which Onboard Administrator is Active. Login as an administrator.

O™
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Procedure 45. Restore OA Configuration from Management Server

Step

Procedure

Results

3.
[

OA GUL:
Restore
configuration

1. Navigate to Enclosure Information > Enclosure Settings >
Configuration Scripts.

2. Use Local file to upload and run the configuration script.
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The

restore can take 5-10 minutes.

A screen displays when the restore is complete that contains logs from the
restoration process. Make sure there are no errors.

Note

If both OAs were reset to factory defaults and have to be restored from
the configuration file, the configured user's passwords must be
manually reset to their original values. Specifically, the pmacadmin
user password so the PMAC and the OAs can communicate.

4.
[

OA GUI: Log
out

Log out from the OA by clicking Sign Out at the top right corner.

7.7 Replace Onboard Administrator

This procedure replaces OA in an enclosure with redundant OA.

Prerequisites:

e Obtain customer approval needed for OA firmware updates. This procedure can change the version
of firmware installed in one or both OAs.

e If the aggregation switches are supported by Oracle, then the Cisco 4948/4948E/4948E-F switches
must be configured using 3.2.1 Configure Cisco 4948/4948E/4948E-F Aggregation Switches (PMAC
Installed) (netConfig). If the aggregation switches are provided by the customer, ensure the switches
are configured as per requirements provided in the NAPD. If there is any doubt as to whether the
aggregation switches are provided by Oracle or the customer, contact My Oracle Support (MOS) for
assistance.

e 7.3 Configure OA Security
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Note: The transfer of configuration occurs only from OA in Bay 1 to OA in Bay 2. Therefore, to keep the
current configuration of the system, the insertion of new OA into the OA Bay 1 location should be

avoided.
If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 46. Replace Onboard Administrator

Step | Procedure Results

1. OA GULI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
] which Onboard Administrator is Active. Login as root.

7 HP BladeSystem Onboard Administrator

T e e |
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Assat Tag
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Insight Display Refresh Topology

2. OA GUI: 1. Navigate to Enclosure Information > Active Onboard Administrator >
] Record the IP TCP/IP Settings.
conflgu_ratlon of 2. Record the Active OA's IP Address, Subnet Mask, and Gateway.
the active and
standby OAs 3. Navigate to Enclosure Information > Standby Onboard Administrator
> TCP/IP Settings.
4. Record the Standby OA's IP Address, Subnet Mask, and Gateway.
Active Standby
OA IP Address
OA Subnet Mask
OA Gateway
3. OA GUI: Note | Note the location of the active onboard administrator within the enclosure. The
[] the location of | active OA has the active LED on. You may also hover over the OA to see its

the active OA role.

If the OA to be replaced is not the active OA for the enclosure, skip to step 5. ;
otherwise, continue with the next step.
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Procedure 46. Replace Onboard Administrator

Step | Procedure Results
4, OA GUI: Force | 1. Navigate to Enclosure Information > Enclosure Settings > Active to
] active OA into Standby and click Transition Active to Standby.
standby mode
[ HP BladeSystem Onboard Administrator i
== |
e Enclosure Settings - 500_05_01 B
Lndaded Fo Juld 2014, 08:23.22
e ? DT 6 ? ? Onboard Administrator Active/Standby Transition
s (.
[+ =]
Fac e
"B rtenrm e
B Enclosure femngs
Click OK when it asks if you are sure.
3.  Wait about five minutes until the application reloads and login screen
displays.
5. OA GULI: If you need to replace the Onboard Administrator from the OA Bay 2 location
] Remove the (right as viewed from rear) , remove it and skip to step 7.
OA to be If you need to replace the Onboard Administrator from the OA Bay 1 location
replaced (left as viewed from rear), remove it, and proceed with the next step.
6. OA GUI Move the OA from OA Bay 2 location into the OA Bay 1 location.
[ Wait five minutes so the Onboard Administrator can initialize.
7. OA GUI: Insert the new Onboard Administrator into OA Bay 2 of the enclosure and wait
[] Install the new | five minutes so it can get its configuration from the other OA and initialize.
OA
8. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
9. OA GUI: Re- Refer to the OA IP configuration settings recorded in step 2. of this procedure.
[] establish the The current settings of each OA should be unique and should match the
OA’s IP recorded settings for either the active or standby OA. The active OA may now
configuration have the standby OA's recorded settings and vice versa. If changes are
needed, perform 7.1 Configure Initial OA IP.
10. OA GUI: Verify | On the Rear View, hover over each OA and verify the Status is OK. If the
[] the status of status of one OA or the other is shown as Degraded because of a firmware
the OA version mismatch, perform 7.4 Upgrade or Downgrade OA Firmware.
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Procedure 46. Replace Onboard Administrator

Step | Procedure Results
11. PMAC CLI: Log into the PMAC CLI as admusr. Execute these three commands:
] Delete OASSH | s sudo /usr/bin/ssh-keygen -R <Active-OA-IP> -f
keys ~pmacd/.ssh/known hosts

$ sudo /usr/bin/ssh-keygen -R <Standby-OA-IP> -f
~pmacd/.ssh/known hosts

$ sudo /bin/chown pmacd:pmacd ~pmacd/.ssh/known hosts

PMAC established new SSH keys the next time it logs into each OA.

7.8 Update IPv4 Address

This procedure updates the IP address for a C7000 enclosure.

Prerequisites:

¢ Obtain address information from the customer.

e The enclosure has been previously configured and the PMAC GUI is reachable over the network.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 47. Update IPv4 Address

Step | Procedure Results
1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
2. OA GUL: Navigate to Enclosure Information > Enclosure Settings > Enclosure
[] Update the TCP/IP Settings.
IPv4 OA
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update Onboard ONS Name & changed
Active Onboard Administrator Network Settings Standby Onboard Administrator Network Settings
SHNP Setings
Encoaurs Bay P Addreaang C DHep € pucp
Configaration Scrpts
ket Factony, De Gty T Enabie Dyname DNS [T Enable Dyname DNS
Cevice Summary |
Actise to Stendby
&
v Configuratien
E are Manageme & Static P Settinps. @ StaticIP Settings
Requred Fiew - Requiea e
OIS KOS (1) 7erm1S75A4S NS HOS! - (0a 502264063448
Name a
MAC - NAC -
Aiess  TEETDISTSA4S cess: OV2264EI4AB ]
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Procedure 47. Update IPv4 Address

Step | Procedure Results
3. OA GUL: Change the:
[] | Update the e IP Address
static IP
settings for e Subnet Mask
both active and
standby OA * Gateway
Click Apply.
4. OA GUI: 4. Navigate to Enclosure Information > Enclosure Settings > Enclosure Bay
[] Update the IP Addressing > IPv4 > Device Bays tab.
EBIPA settings 5. Update the IP settings for the device bays by changing:
a. EBIPA Address
b. Subnet Mask
c. Gateway
6. Click Apply.
7. Select the Interconnect Bays tab and update the IP settings for the
interconnect device bays by changing:
a. EBIPA Address
b. Subnet Mask
c. Gateway
8. Click Apply.
5. OA GUI: Log Log out from the OA by clicking Sign Out at the top right corner.
[] out
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Procedure 47. Update IPv4 Address

Step | Procedure Results
6. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Tuo Sep 1 202621 2015 UTC

Oracle System Login

Login
Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm,

Usemame
Password

Changs password

Log in

Navigate to Main Menu > Hardware > System Configuration > Configure
Enclosures.

= = Main Menu
[=] <y Hardware
[+] [ System Inventory
[=] ‘= System Configuration
] Configure Cabinets
|] Configure Enclosures
| ] Configure RMS
[+ ] Software
] VM Management
[+] ] Storage
[+] [ Administration
+] (] Status and Manage
|] Task Monitoring

A% Healn
7. PMAC GUI: On the Configure Enclosures panel, select the enclosure you are modifying
[] Select the and click Edit Enclosure.
enclosure to
edit
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Procedure 47. Update IPv4 Address

Step | Procedure Results
8. PMAC GUI: On the Edit Enclosure panel, update the IP addresses, and click Edit
[] Edit the Enclosure.
egglosure The screen refreshes with a new background task entry. Click Tasks located
address

on the toolbar under the Configure Enclosures heading.
Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]

Tue Sep 01 20:18:46 2015 UTC

Tasks
D Task Target Status State Runn
] 9 Add Enclosure Enc:50501 Starting Add Enclosure IN_PROGRESS 0~
R Enclosure added - starting g
2 81 Add Enclosure Enc:50301 monitoring COMPLETE 0:(
— Enclosure added - starting ?
2] 80 Add Enclosure Enc:50301 monitoring COMPLETE 0:
v
1 79 Add Enclosure Enc:50301 Enclessy aidod: simtng COMPLETE 0
< >

When the task is complete, the text changes to green and the Progress
column indicates 100%.

7.9 Update IPv6 Address

This procedure updates the IP address for a C7000 enclosure. It can be used to add IPv6 addresses or
edit existing IPv6 addresses.

Prerequisites:

e Obtain address information from the customer.

e The enclosure has been previously configured and the PMAC GUI is reachable over the network.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 48. Update IPv6 Address

Step | Procedure Results
1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
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Procedure 48. Update IPv6 Address

Step | Procedure Results
2. OA GUL: Navigate to Enclosure Information > Enclosure Settings > Enclosure
[] Update the TCP/IP Settings IPv6 Settings tab.
IPv6 OA : e e e s
settings £ o] certhaate .|| 5 4 5[] o Biadesyetem oo Ad.. X [SB)

] HP BladeSystem Onboard Administrator .
View end
= Enclosure Settings - 200_12_16 B
(X SO e

Pt Setings | JNCETTRS Bl soee |
Syatom Front View

StamE ¢ 8 0 0 00 TCPAP Settings -1Pv6 Settings: - "

=

Rach Overrew
Rack Fimrars

Upustea Thu Jut 3 2014, 120308

Encloaure IP Noda: Ths Eneiocure 1P Mods 12 & ofalis 1P divess that sheye soits io the Astive Onboard Administrator in th anclo
Canges fOIEs IS I SO0MES5 Ca IWEYS DE LSS0 [0 ACCEES M Srciosure. TS SSng TECES AN 1PY 00 iPVE.

™ Enclosure IP Made

Primary: 500_12_15 =
Bl Enciosure Information
& enciosurs senings
Lereia
Device Power Sequence

Note: CNangng te NEcw ok SENZE ON the Cboard ACTINETSIOT a1 YOU NaVE SIgNEd I 10 W1l SECONNECT ¥ou e het Onboara
o sign n o the Orboard Adwinsiraior again using e new setiings.

Enclosure Network Settings

ste ana Tire The follswing Bettrga enaaleigiastis the sespcisted fasturse n tha Onkoard Admrnistrstor and alow/bock the communicaten to he il

Encheure TCPIP Setinga corraspending settg
Network Access

Ink Loss Fallover

jitnga.

e By IP Addressn

' Enabk Py

[ Enabie Stateisss sadrass auraconfiguratn (SLASC)

I Enabie DHCRE

Active Onbaard Administrator Network Seffings Standby Onboard Administrat

Enchsun 2 b
Aciive Heakh System
- R

s st Aceress 10 pm e T se 3 | v sie acoress 1103

1PV Stafic Address 2 -
»

IPVG Stafic Aderess 2 | |

OA GUI: Verify

Under Enclosure Network Settings, verify the Enable IPv6 checkbox is
marked.

4, OA GUI: Change the:
[J | Update the e IPv6 Static Address a

static IP

settings for e Static Default Gateway

both active and :

lick Apply.

standby OA Click Apply
5. OA GUI: 1. Navigate to Enclosure Information > Enclosure Settings > Enclosure
[] Update the Bay IP Addressing > IPv6 > Device Bays tab.

EBIPA settings

2. Update the IP settings for the device bays by making sure Enabled is
checked and changing:

e EBIPA Address
o Gateway
Click Apply.

Select the Interconnect Bays tab and update the IP settings for the
interconnect device bays by making sure Enabled is checked and
changing:

e EBIPA Address
o Gateway
5. Click Apply.

°

OA GUI: Log
out

Log out from the OA by clicking Sign Out at the top right corner.
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Procedure 48. Update IPv6 Address

Step | Procedure Results
7. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Tuo Sep 1 202621 2015 UTC

Oracle System Login

Login
Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm,

Usemame
Password

Changs password

Log in

Navigate to Main Menu > Hardware > System Configuration > Configure
Enclosures.

= = Main Menu
[=] <y Hardware
[+] [ System Inventory
[=] ‘= System Configuration
] Configure Cabinets
|] Configure Enclosures
| ] Configure RMS
[+ ] Software
] VM Management
[+] ] Storage
[+] [ Administration
+] (] Status and Manage
|] Task Monitoring

A% Healn
8. PMAC GUI: On the Configure Enclosures panel, select the enclosure you are modifying
[] Select the and click Edit Enclosure.
enclosure to
edit
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Procedure 48. Update IPv6 Address

Step | Procedure Results
9. PMAC GUI: On the Edit Enclosure panel, update the IP addresses, and click Edit
[] Edit the Enclosure.
egglosure The screen refreshes with a new background task entry. Click Tasks located
address

on the toolbar under the Configure Enclosures heading.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]
Tue Sep 01 20:18:46 2015 UTC

Tasks
D

J 95
& 81
2 8o

79

1
<

Task

Add Enclosure

Add Enclosure

Add Enclosure

Add Enclosure

Target

Enc:50501

Enc:50301

Enc:50301

Enc:50301

Status
Starting Add Enclosure

Enclosure added - starting
monitoring

Enclosure added - starting
monitoring

Enclosure added - starting

State

IN_PROGRESS

COMPLETE

COMPLETE

COMPLETE

Runn

0:(A

0:(

0:(

v
0:(

When the task is complete, the text changes to green and the Progress

column indicates 100%.

7.10 Add SNMP Trap Destination on OA

This procedure adds an SNMP trap destination and configures it using the OA.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 49. Add SNMP Trap Destination on OA

Step | Procedure Results
1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
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Procedure 49. Add SNMP Trap Destination on OA

Step | Procedure Results
2. OA GUL: 1. Navigate to Enclosure Information > Enclosure Settings > SNMP
[] | SNMP Setting Settings.
screen 2. If SNMP is not already enabled, mark the Enable SNMP checkbox.

3. Type the enclosure name (shown in the title bar) or your preferred name
as the System Location.

3] HP BladeSystem Onboard Administrator

EE Lo

Vo s Enclosure Settings - 501_18_03 et

pviota T Mor 01 5096 155796

. 581 12 02
e T oo IR CEE—

Soupiios 0 0 4 &4 & 9

El
risal vew
KNP Scttlega
= mn Tystar mhrration Mtvaton abeut fre Creloearys SAMV myzine
Rack Dervew
Rack Mrmware
Pravany Gt 12 @2 SMS SyseEnsems 5011800
B crcue e oo e : 53
B trcizsee Setings sk lesmer 3011500
Awcinigd
- Raaeasac Sysen Lomuct
Ll g _— R View

Qe Commmay

e Commanty

EHUT Tt Lipee © TG JALOne =
B Erceanre 3oy P asdnciin

Mot Tamery Sefauta

Do not set Read Community and Write Community.
4. Click Apply.

OA GUI: Add 1. Click New.
SNMP alert
destination

e

2. Type the destination information into the Alert Destination box (for
example, 61.206.115.3, 2002::1 or host.example.com).

3. Type the Community String.

2] HP BladeSystem Onboard Administrator

T o e
Serad L nupeinl
Add SNMP Alert
(At Tiw blir 01 5056 155 %
BY L5 GG | oeenm:

Saeniins & 0 4 ¢ 5 @&

a3l View
dert Deatnation
o T — <+ o
=1 Sommanty Streg: -
NAlk Overview
Rack Trroaace SANPGY S0P S aer Cam el 3¢ AT Lt 80 SRS 004 ShNPD ualT BBl
User e
Froveary: S01_1% 45
B croorsre niomrates setary bl
B Encirsere Sottnes o Vzssage
Ao
Dadoe Mewer Soaueros

EACDAuTe IGAF Semngs

Sear Vw

Netaatd Accss
Lk Leas Falios

QUL Serge

B focumue Sey B asbiocay

Click Add Alert.

Ea

Repeat for each required destination.
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7.11 Disable SNMP Trap Destination on OA

This procedure disables an SNMP trap destination using the OA.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 50. Disable SNMP Trap Destination on OA

Step | Procedure Results
1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
2. OA GUI: 1. Navigate to Enclosure Information > Enclosure Settings > SNMP
[] | SNMP Setting Settings.
screen 2. Unmark the Enable SNMP checkbox.
3. Click Apply.

7.12 Delete SNMP Trap Destination on OA

This procedure removes an SNMP trap destination from the OA.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 51. Delete SNMP Trap Destination on OA

Step | Procedure Results

1. OA GUI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.
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Procedure 51. Delete SNMP Trap Destination on OA

Step | Procedure Results
2. OA GUI: 1. Navigate to Enclosure Information > Enclosure Settings > SNMP
[] | SNMP Setting Settings.
screen

All configured SNMP trap destination display.
2. Select the trap destination and click Remove.

%) HP BladeSystem Onboard Administrator m

e
P Enclosure Settings - 500_04_02

Updated Wed May 25 2011, 100622

[ B A NV 7 ) SHMP Settings.
SymemSteus 0 0 0 0 O
System informagion: afrmanos aboet the Enclosure’s SIMP sysiem
25: K== V' Enstie SIP

Pack Femavas SHVP System Nama: 500_04_02

Systam Location: [500_04_2

System Contact.  Dr. Spoc

Poad Communty.  Tacuser

Webe Community. Hdcuser

SHP Alert Destinations:

esang Host

(ex 61206 1353, 2002 1 o host example com)

10240 5 112 - thicuser
102605 124 - tdcuser

gooEoeE
»

Usary/Aughertication

gy T

If no SNMP trap destinations display, then you may want to disable SNMP
by unmarking the Enable SNMP checkbox.

3. Click Apply to activate the configuration.

When the progress meter disappears the configuration has been applied.

8. Management Server Procedures

8.1 IPM Management Server

This procedure configures and IPMs the DL360, DL380, or Oracle rack mount server.
Needed Material: TPD Initial Product Manufacture Software Installation Procedure, E53017.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 52. IPM the Management Server

Step | Procedure Results
1. Configure and Follow TPD Initial Product Manufacture Software Installation Procedure,
[] IPM the DL360, | E53017, sections 3.1 through 3.4 to configure and IPM the management
DL380, or server.

Oracle RMS. For a DL360 G6/G7, DL380 G6/Gen8/Gen9, or Oracle server, the correct

options to use for the IPM of the management server are:

TPDnoraid console=tty0 diskconfig=HWRAID, force

Notes:

e If you are using a serial console for installation, do not use the
console=tty0 option.

e Do not use the remote serial console for installation.

2. Verify the initial | Follow section 3.5 in Initial Product Manufacture, E53017, to verify the IPM
[] product completed successfully.
manufacture

8.2 Upgrade Management Server Firmware

If Oracle Consulting Services or any other Oracle Partner is providing services to a customer that includes
installation and/or upgrade then, as long as the terms of the scope of those services include that Oracle
Consulting Services is employed as an agent of the customer (including update of Firmware on customer
provided services), then Oracle consulting services can install FW they obtain from the customer who is
licensed for support from HP.

Note: This procedure uses a custom SPP version that cannot be obtained from the customer and,
therefore, cannot be used for a Software Centric Customer. Software Centric Customers must
ensure their firmware versions match those detailed in [3] HP Solutions Firmware Upgrade Pack,
Software Centric Release Notes.

8.2.1 Upgrade DL360/DL380 Server Firmware

This procedure upgrades the DL360 or DL380 server firmware.

The HP Support Pack for ProLiant installer automatically detects the firmware components available on
the target server and only upgrades those components with firmware older than what is provided by the
SPP in the HP FUP version being used.

Prerequisite: 8.1 IPM Management Server

Needed Material

e HP Service Pack for ProLiant (SPP) firmware ISO image

o HP MISC firmware 1SO image (for errata updates if applicable)

e [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide

e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes
e USB Flash Drive (4GB or larger) if upgrading with USB media.

Note: For the Update Firmware Errata step, check [3] HP Solutions Firmware Upgrade Pack, Software
Centric Release Notes to see if there are any firmware errata items that apply to the server being
upgraded. If there is, there is a directory matching the errata's ID in the /errata directory of the
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HP MISC firmware ISO image. The errata directories contain the errata firmware and a README
file detailing the installation steps.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

The minimum supported HP Solutions Firmware Upgrade Pack for Platform 7.5 is release 2.2.10.
However, when upgrading firmware, it is recommended that the latest release be used. Refer to [3] HP
Solutions Firmware Upgrade Pack, Software Centric Release Notes for important information on firmware
upgrades and follow the procedures in the [2] HP Solutions Firmware Upgrade Pack, Upgrade Guide to
upgrade the firmware.

8.2.2 Upgrade Oracle Rack Mount Server Firmware

This procedure updates firmware on Oracle RMS.

Needed Material

e Oracle Firmware Upgrade Pack 3.x.x Release Notes

e Oracle Firmware Upgrade Pack 3.x.x Upgrade Guide

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

The minimum supported Oracle Firmware Upgrade Pack for Platform 7.5 is release 3.1.6. However,
when upgrading firmware, it is recommended that the latest release be used. Refer to Oracle Firmware
Upgrade Pack Release Notes for procedures on how to obtain the firmware, then follow the procedures in
the Oracle Firmware Upgrade Pack Upgrade Guide to upgrade the firmware.

9. PMAC Procedures

Deploying a VM guest in the absence of a PMAC is complicated. To facilitate this, the PMAC media
includes a guest archive and a script that deploys the running PMAC into a state where the Initialization
process can begin. The general procedure is:

e Install TVOE 3.5 on the management server using the ILO.
e Create and configure the management bridge.

e Attach PMAC media to the TVOE (USB).

e Mount the media.

¢ Use the <mount-point>/upgrade/pmac-deploy script to create the VM and configure the guest on the
first boot.

¢ Navigate browser to the management IP address of the deployed PMAC.
e Perform Initial Configuration.
Needed Material

Use the completed NAPD information to fill in the appropriate data in this procedure's reference tables.
The following are provided to aid with the data collection for the TVOE management server and the
PMAC application hosted on the Management Server TVOE.

e Determine if the network configuration of this management server is Non-Segregated or Segregated.

Note: The term Segregated networks refers to the separation of the Management server's control and
plat-management networks into separate physical NICs.

¢ Determine the TVOE management server's required network interface, bond, and Ethernet device,
and route data.

o Determine if the control network on the TVOE management server is to be tagged. If appropriate, fill
in the <control VLAN ID> value in the table; otherwise, the control network is not tagged.
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e Determine if the management network on the TVOE management Server is to be tagged. If
appropriate, fill in the <management_VLAN_ID> value in the table; otherwise, the management
network is not tagged.

e Determine the bridge name to be used on the TVOE management server for the management
network. Fill in the <TVOE_Management_Bridge> value in the table.

e Determine if the NetBackup feature is enabled

Determine the NetBackup network on the TVOE management server is to be tagged. If
appropriate, fill in the <NetBackup_VLAN_ID> value in the table; otherwise, the NetBackup
network is not tagged.

Determine the bridge name to be used on the TVOE management server for the NetBackup
network. Fill in the <TVOE_NetBackup_Bridge> value in the table.

Determine if the NetBackup network is to be configured with jumbo frames. If appropriate, fill in
the <NetBackup_MTU_size> value in the table; otherwise, the NetBackup network uses the
default MTU size.

If the PMAC NetBackup feature is enabled, and the backup service will be routed, with a source
interface different from the management interface where the default route is applied, then define
the route during PMAC initialization as a host route to the NetBackup server.

e The PMAC initialization profiles have been designed to configure the PMAC's networks and features.
Profiles must identify interfaces. Existing profiles provided by PMAC use standard named interfaces
(control, management). No VLAN tagging is expected on the PMAC's interfaces, all tagging should
be handled on the TVOE management server configuration.

Procedure Reference Tables

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

DL380 Oracle RMS (without
DL380 | (with DL380 10GigE card)

DL360 (with HP 4pt (with DL380

DL360 (with HP only Gb in HP 4pt (with HP

(without | NC364T | LOM PCI Gb in X5-2 1Gb 4pt

HP 4pt Gb 4pt Slot 1) PCI 331FLR

NC364T in PCI NICs) (Gen8, | Slot 3) and Adapter)

Network Interface 4pt Gb) Slot 2) (G6) 9) (G6) X3-2 | X6-2 | X7-2 (Gen9)
<ethernet_interface_1> | ethOl1 eth01 | ethO1 | ethOl | ethO1 | ethO1l | ethO1l | eth02 eth01
<ethernet_interface_2> | eth02 eth02 | eth02 | eth02 | eth02 | eth02 | eth03 | eth03 eth02
<ethernet_interface_3> eth21 ethll | eth31 | eth03 | eth02 | eth21 eth03
<ethernet_interface_4> eth22 ethl2 | eth32 | eth0O4 | eth04 | Eth23 | eth04
<ethernet_interface_5> eth23 eth04 | ethO4 eth05

PMAC Interface Alias

TVOE Bridge Name

TVOE Bridge Interface

control

control

<TVOE_Control_Bridge_Interface>

Default is bond0O

management

<TVOE_Management_Bridge>

<TVOE_Management_Bridge_Interface>
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PMAC Interface Alias TVOE Bridge Name

TVOE Bridge Interface

NetBackup <TVOE_NetBackup_Bridge>

<TVOE_NetBackup_Bridge_Interface>

Variable and Description

Value

<control_VLAN_ID>

For non-segregated networks, the control network may have
a VLAN ID assigned. In most cases, there is none.

<base_device_hosting_control_network>

If <control_VLAN_ID> has a value, then the device used for
the control network <TVOE_Control_Bridge_Interface> has a
tagged interface name. The base device for the control
network is the untagged interface name. For example, if the
device interface is bond1.2 then the base device is bond1.

<management_VLAN_I|D>

For non-segregated networks, the management network is on
a tagged VLAN coming in on bondO.

<mgmtVLAN_gateway_ address>

Gateway address used for routing on the management
network.

<NetBackup_server_IP>
The IP address of the remote NetBackup server.

<NetBackup_VLAN_ID>

For non-segregated networks, the NetBackup network is on a
tagged VLAN coming in on bond0.

<NetBackup_gateway_address>
Gateway address used for routing on the NetBackup network.

<NetBackup_network_IP>
The network IP for the NetBackup network.

<PMAC_NetBackup_netmask_or_prefix>

The IPv4 netmask or IPv6 prefix assigned to the PMAC for
participation in the NetBackup network.

<PMAC_NetBackup_IP_address>

The IP address assigned to the PMAC for participation in the
NetBackup network.

<NetBackup_MTU_size>

If desired, the MTU size can be set to tune the NetBackup
network traffic.

<management_server_mgmt_IP_address>

The TVOE management server's IP address on the
management network.
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Variable and Description Value

<PMAC_mgmt_IP_address>

The PMAC application’s IP address on the management
network.

<mgmt_netmask_or_prefix>

The IPv4 netmask or IPv6 prefix for the management
network.

<PMAC_control_IP_address>
The PMAC application’s IP address on the control network.

<control_netmask>
The IP netmask for the control network.

Network Bond Interface | Enslaved Interface 1 Enslaved Interface 2

bondO0 For segregated networks only

bond1

bond2 Bonding used for abstraction only,
not multiple interfaces

9.1 Install TVOE on the Management Server

Install the TVOE hypervisor platform on the management server. The PMAC is not available to do an
IPM using TVOE on the management server. It is necessary to provide the TVOE media using a
bootable USB drive.

Needed Material: TPD or TVOE installation media to be used for IPM.
If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

1. Configure the iLO IP address. For more information, refer to Appendix F in the [1] TPD Initial Product
Manufacture Software Installation Procedure.

2. Configure and IPM the DLL360 or DL380 server by following 8.1 IPM Management Server.

For a DL360 G6/G7 or DL380 G6/Gen8/Gen9 server, the correct options to use for the IPM of the
management server are:

TPDnoraid console=tty0 diskconfig=HWRAID, force
Note: Do not use the remote serial console for installation.

9.2 Configure TVOE Network

This procedure configures the TVOE network.
Prerequisite: 9.1 Install TVOE on the Management Server

Note: The output shown in this procedure is for illustrative purposes only. The site information for the
system determines the network interfaces (network devices, bonds, and bond-enslaved devices)
to configure.
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If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 53. Configure the TVOE Network

Step | Procedure Results
1. TVOE 1. Log into the management server iLO with Internet Explorer using the
[] Management password provided by the application following Appendix E.1 Access a
Server iLO: Server Console Remotely.
Login http://<management server iLO IP>
2. Click on the Remote Console tab and open the Integrated Remote
Console on the server.
3. Click Yes if the Security Alert displays.
2. TVOE If the control network for the RMS servers consists of direct connections
[] Management between the servers with no intervening switches (known as a back-to-back
Server: configuration), execute this step to set the primary interface of bond0 to
Configure the <ethernet_interface_1>; otherwise, skip to the next step.
control network | s sudo /usr/TKLC/plat/bin/netAdm set --device=bond0 --onboot=yes
bond for back --type=Bonding --mode=active-backup --miimon=100 --
to back primary=<ethernet interface 1>Interface bond0 updated
configurations
(optional)
3. TVOE $ sudo /usr/TKLC/plat/bin/netAdm query --type=Bridge --
[] Management name=control Bridge Name: control
Server: Verify | On Boot: yes
the control Protocol: dhcp
network bridge | persistent: yes
Promiscuous: no
Hwaddr: 00:24:81:fb:29:52
MTU:
Bridge Interface: bond0
If the bridge has been configured, skip to the next step.
4. TVOEILO: If you are using a tagged control network interface on this PMAC, then
[] Create a complete this step using values for the control interface on bondO from the

tagged control
interface and
bridge
(optional)

preceding tables; otherwise, proceed to the next step.

$ sudo /usr/TKLC/plat/bin/netAdm set --type=Bridge --
name=control --delBridgeInt=bond0

Interface bond0O updated
Bridge control updated

$ sudo /usr/TKLC/plat/bin/netAdm add --
device=<TVOE Control Bridge Interface> --onboot=yes

Interface <TVOE Control Bridge Interface> created

$ sudo /usr/TKLC/plat/bin/netAdm set --type=Bridge --
name=control --bridgeInterfaces=<TVOE Control Bridge Interface>
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Procedure 53. Configure the TVOE Network

Step | Procedure Results
5. TVOE This step only applies if the management network is tagged (non-segregated).
[] Management This example shows the management bridge configured on a non-segregated
Server: Verify | network setup.
the non- $ sudo /usr/TKLC/plat/bin/netAdm query --device=bond0.2
SegregaIEd Protocol: none
management on Boot: yes
network
IP Address:
Netmask:
Bridge: Member of bridge management
If the device has been configured, skip to the next step.
This example shows a PMAC management server configuration in a non-
segregated network, untagged control network, and a tagged management
network.
Create a tagged device for the management device.
$ sudo /usr/TKLC/plat/bin/netAdm add --
device=<TVOE Management Bridge Interface> --onboot=yes
Interface <TVOE Management Bridge Interface> added
6. TVOE This step only applies if the management network is untagged (segregated).
[] Management This example shows the management bridge configured on a segregated

Server: Verify
the untagged/
segregated
management
network

network setup.

$ sudo /usr/TKLC/plat/bin/netAdm query --
device=<TVOE_Management Bridge Interface>
Protocol: none

On Boot: yes
IP Address:
Netmask:
Bonded Mode: active-backup
Enslaving:
If the bridge has been configured, skip to the next step.

$ sudo /usr/TKLC/plat/bin/netAdm add --
device=<TVOE Management Bridge Interface> --onboot=yes --
type=Bonding --mode=active-backup --miimon=100 --
bondInterfaces="<ethernet interface_ 3>,<ethernet interface 4>

<ethernet interface 3> <ethernet interface 4>

Interface <TVOE Management Bridge Interface> added
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Procedure 53. Configure the TVOE Network

Step | Procedure Results
7. TVOE This example shows the management bridge configured on a non-segregated
[] Management network setup.

Server: Verify
the
management
bridge

$ sudo /usr/TKLC/plat/bin/netAdm query --type=Bridge --

name=management

Bridge Name:
On Boot:
Protocol:

IP Address:
Netmask:
Promiscuous:
Hwaddr:

MTU:

Bridge Interface:

management

yes

none

10.240.4.86
255.255.255.0

no
00:24:81:fb:29:52

bond0.2

If the bridge has been configured, skip to the next step.

For this example, create a tagged device for the management device.

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=<TVOE Management Bridge> --
address=<management server mgmt ip address> --
netmask=<mgmt netmask or prefix> --onboot=yes --
bridgeInterfaces=<TVOE Management Bridge Interface>
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Procedure 53. Configure the TVOE Network

Step | Procedure Results
8. TVOE If the NetBackup feature is not needed, skip to the next step.
[ Management | Thjis example shows the NetBackup bridge is configured.

Server: Verify
the NetBackup
network, if
needed

$ sudo /usr/TKLC/plat/bin/netAdm query --type=Bridge --
name=netbackup

Bridge Name: netbackup
On Boot: yes
Protocol: none
IP Address: 10.240.6.2
Netmask: 255.255.255.0
Promiscuous: no
Hwaddr: 00:24:81:fb:29:58
MTU:
Bridge Interface: bond2

If the bridge has been configured, skip to the next step.

This example shows a TVOE management server configuration with the
NetBackup feature enabled. The NetBackup network is configured with a non-
default MTU size. The MTU size must be consistent between a network
bridge, device, or bond, and associated VLANS.

Select only one of the following configurations:

Option 1: Create NetBackup bridge using an untagged native interface.

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=<TVOE NetBackup Bridge> --bootproto=none --onboot=yes -
MTU=<NetBackup MTU size> --
bridgeInterfaces=<Ethernet interface 5> --

address=<TVOE NetBackup IP> --
netmask=<TVOE NetBackup Netmask or prefix>

Option 2: Create NetBackup bridge using a tagged device.

$ sudo /usr/TKLC/plat/bin/netAdm add --
device=<TVOE NetBackup Bridge Interface> --onboot=yes
Interface <TVOE NetBackup Bridge Interface> added

$ sudo /usr/TKLC/plat/bin/netAdm add --type=Bridge --
name=<TVOE NetBackup Bridge> --onboot=yes --
MTU=<NetBackup MTU size> --
bridgeInterfaces=<TVOE NetBackup Bridge Interface> --
address=<TVOE NetBackup IP> --
netmask=<TVOE NetBackup Netmask or prefix>
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Procedure 53. Configure the TVOE Network

Step | Procedure Results

9. TVOE syscheck must be configured to monitor bond interfaces. Replace
[] Management bondedInterfaces with bondO or bond0,bond1, if segregated networks are
Server: Setup | used:

syscheck $ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --set --
var=DEVICES --val=<bondedInterfaces>

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond —enable
$ sudo /usr/TKLC/plat/bin/syscheck -v net ipbond
This example shows the setup of syscheck with a single bond, bond0:

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --set --
var=DEVICES --val=bond0

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond -enable

$ sudo /usr/TKLC/plat/bin/syscheck -v net ipbond

This example shows the setup of syscheck with multiple bonds, bond0 and
bond1:

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond --set --
var=DEVICES --val=bond0,bondl

$ sudo /usr/TKLC/plat/bin/syscheckAdm net ipbond -enable
$ sudo /usr/TKLC/plat/bin/syscheck -v net ipbond

10. TVOE This example shows the default route on the management bridge is
[] Management configured.

Server: Verify | s sudo /usr/TKLC/plat/bin/netAdm query --route=default --
the default device=management

route Routes for TABLE: main and DEVICE: management
* NETWORK: default
GATEWAY: 10.240.4.1

If the route has been configured, skip to the next step.

This example adds the default route on a management network.

$ sudo /usr/TKLC/plat/bin/netAdm add --route=default --
device=<TVOE Management Bridge> --gateway=<mgmt gateway address>

Route to <TVOE Management Bridge> added
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Procedure 53. Configure the TVOE Network

Step | Procedure Results
11. TVOE If the NetBackup network is a unique network for NetBackup data, verify the
[] Management existence of the appropriate NetBackup route.
Server: Verify | This example shows the route on the NetBackup bridge is configured.
the NetBackup If the NetBackup route is to be a network route, then:
route (optional) P ' )
$ sudo /usr/TKLC/plat/bin/netAdm query --route=net --
device=<TVOE NetBackup Bridge>
Routes for TABLE: main and DEVICE: netbackup
* NETWORK: net
GATEWAY: 169.254.253.1
If the NetBackup route is to be a host route then:
$ sudo /usr/TKLC/plat/bin/netAdm query --route=host --
device=<TVOE NetBackup Bridge>
Routes for TABLE: main and DEVICE: netbackup
* NETWORK: host
GATEWAY: 169.254.253.1
If the route has been configured, skip to the next step.
This example adds network route on management network.
$ sudo /usr/TKLC/plat/bin/netAdm add --route=net --
device=<TVOE Management Bridge> --
gateway=<NetBackup gateway address> --
address=<NetBackup network IP> --
netmask=<TVOE NetBackup Netmask or prefix>
Route to <TVOE NetBackup Bridge> added
This example adds a host route on management network.
Note: For the configuration of a host route, the
<TVOE_NetBackup_Netmask> is set to 255.255.255.255.
$ sudo /usr/TKLC/plat/bin/netAdm add --route=host --
device=<TVOE Management Bridge> --gateway=<NetBackup Server IP>
--address=<NetBackup Server IP>
Route to <TVOE NetBackup Bridge> added
12. TVOE $ sudo /bin/su - platcfg
[] Management 1. Navigate to Server Configuration > Hostname and set the hostname.
Server: Set
hostname 2. Set TVOE Management Server hostname
3. Click OK.
4. Navigate out of Hostname
13. TVOE 1. Navigate to Server Configuration > Time Zone.
L] | Management |, ey it
Server: Set
time zone 3. Set the time zone and/or hardware clock to GMT (Greenwich Mean Time).
and/or .
4, lick OK.
hardware clock Click ©
5. Navigate out of Server Configuration.
14. TVOE Three or more NTP sources are required.
[] Management 1. Login as the platcfg user on the server.
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Step

Procedure

Results

Server:
Configure NTP
servers for a
server based
on TPD

2. Navigate to Network Configuration > NTP.

3. Click Edit.
4. Click Add a New NTP Server.
—] Edit Time Servers Menu |—

Edit an existing NIP Server
Delete an existimg NIP Server §
Exit

5. Type the appropriate data and click OK.

| Add an NTP Serve:

Address:
Ecatname (opticaal):
Options:

The default NTP option is iburst. Additional NTP options are listed on the
ntp.conf man page, some of the valid options are burst, minpoll, and
maxpoll.

6. Click Edit an existing NTP Server.

NIF server to 44t ¥Menu
ntpserversd
ntpserverd B
10.240.4.1 §
Exit
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Procedure 53. Configure the TVOE Network

Step | Procedure Results
7. Select the NTP server and edit information as needed.
Edit an NTP Jerver
ce
Boatnas=e (opricmal):
Oprions:
8. |If deleting an existing NTP server, select Delete an existing NTP Server.
4 NTP server to delete Menu
ntpserverl
ntpserverd §
10.240.4.2 §
Exic
9. Select the NTP server and press Enter.
10. Click Yes to confirm deleting the NTP server.
11. Restart the NTP server.
12. Click Exit on each menu until platcfg exits.
15. TVOE All alarm information is sent to the NMS located at the destination.

[] I\élanaggn;ent Follow 12.3 Add SNMP Trap Destination on TPD-Based Application.
Sﬁlrl\\;llir;cra et Note: If NetBackup is to be configured, execute 3.2.1 Configure Cisco
destinati orﬁ) toa 4948/4948E/4948E-F Aggregation Switches (PMAC Installed)

(netConfig) and then execute 13.2 Configure TVOE NetBackup Client
server based on the TVOE host
on TPD '
16. TVOE $ sudo /usr/TKLC/plat/bin/alarmMgr --alarmStatus

[] Management Alarms may display if network connectivity has not been established.
Server: Verify
server health

17. TVOE $ sudo /sbin/service ntpd stop

[] Management $ sudo /usr/sbin/ntpdate ntpserverl
Server: Set $ sudo /sbin/service ntpd start
time based on Reboot the server.

NTP server

$ sudo /sbin/init 6
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Step | Procedure Results

18. TVOE Note: The backup image is to be transferred to a customer device.
[] Management
Server: Back
up system files | 2. Navigate to Maintenance > Backup and Restore.

1. Login as the platcfg user on the server.

to use when 3. Click Backup Platform (CD/DVD).
restorlng a
system - Backup and Restore Menu |—

Backup Platform(USB) e
Restore Platform
Restore USB Archive
Exit

Note: If this operation is attempted on a system without media (for
example, the CD/DVD), a No disk device available. This is
normal on systems without a CD ROM device message
displays. Ignore the message and press any key to continue.

4. Click Build ISO file only.

The Creating 1SO Image. . . message may display.

After the ISO is created, platcfg returns to the Backup TekServer Menu
screen. The ISO has now been created and is located in the
Ivar/TKLC/bkp/ directory. An example filename of a backup file created is
hostname1307466752-plat-app-201104171705.iso0.

5. Click Exit on each menu until platcfg exits.

The SSH connection to the TVOE server terminates.

6. Log into the customer server and copy the backup image to the customer
server where it can be safely stored.

Note: This step assumes the network configuration is complete and the
source and target servers can connect to each other. If this is not
the case, skip this step for now and return to it when the network
configuration is complete.

If the customer system is a Linux system, execute the following command
to copy the backup image to the customer system.

# scp tvoexfer@<TVOE IP Address>:/var/TKLC/bkp/*
/path/to/destination/

When prompted, enter the tvoexfer user password and press Enter.

# scp tvoexfer@<TVOE IP Address>:/var/TKLC/bkp/*
/path/to/destination/

tvoexfer@l10.24.34.73"'s password:

hostnamel301859532-plat-app-301104171705.is0 100% 134MB
26.9MB/s 00:05

If the customer system is a Windows system, refer to Appendix A Using
WinSCP to copy the backup image to the customer system.
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9.3 Deploy PMAC Guest

The pmac-deploy script deploys a PMAC guest in the absence of a PMAC to create the guest and install
the OS and application. This is done at build time and the system disk image is kept on the PMAC
media, along with this script. The media is either physical media (USB) or a disk image (.iso file) from
OSDC. The media can be stored on a USB and mounted. It can be downloaded to the TVOE (usually
Ivar/TKLC/upgrade), but that is recommended only for lab deployments and depends on the storage
available on the TVOE host. Once the PMAC media is mounted, the pmac-deploy script can be found in
the upgrade directory of the media.

Prerequisites:

e 9.1 Install TVOE on the Management Server
e 9.2 Configure TVOE Network

e PMAC Installation Media

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 54. Deploy PMAC Guest

Step | Procedure Results
1. TVOE 1. Log into the management server iLO with Internet Explorer using the
U] Management password provided by the application following Appendix E.1 Access a
Server iLO: Server Console Remotely.
Login http://<management server iLO IP>

2. Click on the Remote Console tab and open the Integrated Remote
Console on the server.

3. Click Yes if the Security Alert displays.

Note: Alternatively, you can log into the management console through
PUTTY.
Connect to the server using <management_server_iLO_IP>
Start the virtual serial port by executing the vsp command.
Log into the remote server using admusr credentials.

2. TVOE $ sudo /bin/ls /media/*/*.iso

[] Management /media/usb/872-2441-104-5.0.0 50.8.0-PMAC-x86 64.iso
Server: Mount | s sudo /bin/mount -o loop /media/usb/872-2441-104-5.0.0 50.8.0-
the PMAC PMACx86 64.iso /mnt/upgrade
media
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Procedure 54. Deploy PMAC Guest

Step | Procedure Results
3. TVOE Execute the self-validating media script:
] Management $ cd /mnt/upgrade/upgrade
Se(ven $ sudo .validate/validate cd
Validate the Validating
PMAC media
cdrom. ..

UMVT Validate Utility v2.2.2, (c)Tekelec, June 2012
Validating <device or ISO>

Date&Time: 2012-10-25 10:07:01

Volume ID: tklc 872-2441-106 Rev A 50.11.0

Part Number: 872-2441-106 Rev A

Version: 50.11.0

Disc Label: PMAC

Disc description: PMAC

The media validation is complete, the result is: PASS
CDROM is Valid

If the media validation fails, the media is not valid and should not be used.

Page | 217

E91175-01




Platform 6.5 Configuration Guide

Procedure 54. Deploy PMAC Guest

Step

Procedure

Results

4.
O

TVOE
Management
Server:
Deploy PMAC
instance

Using the pmac-deploy script, deploy the PMAC instance using the
configuration detailed by the completed NAPD.

For this example, a PMAC is deployed without NetBackup.

$ cd /mnt/upgrade/upgrade

$ sudo ./pmac-deploy --guest=<PMAC Name>
--hostname=<PMAC Name>

--controlBridge=<TVOE Control Bridge>
--controlIP=<PMAC Control ip address>
--controlNM=<PMAC Control netmask>
--managementBridge=<PMAC Management Bridge>
--managementIP=<PMAC Management ip address>
--managementNM=<PMAC Management netmask or prefix>
--routeGW=<PMAC Management gateway address>
--ntpserver=<TVOE Management server ip address>

Deploying a PMAC with the NetBackup feature requires the --netbackupVol
option, which creates a separate NetBackup logical volume on the TVOE host
of PMAC. If the NetBackup feature's source interface is different from the

management interface, include the --bridge and --nic as shown in this
example.

$ cd /mnt/upgrade/upgrade
$ sudo
--hostname=<PMAC Name>
--controlBridge=<TVOE Control Bridge>
--controlIP=<PMAC Control ip address>
--controlNM=<PMAC Control netmask>

./pmac-deploy --guest=<PMAC Name>

--managementBridge=<PMAC Management Bridge>
--managementIP=<PMAC Management ip address>
--managementNM=<PMAC Management netmask or prefix>
--routeGW=<PMAC Management gateway address>
--ntpserver=<TVOE Management server ip address>
--netbackupVol

--bridge=<TVOE NetBackup Bridge>

--nic=netbackup

--isoimagesVolSizeGB=20

Note: If a mistake in the pmac-deploy is identified during this step the

operator under the advisement of customer service can remove the
guest with the following command:

$ sudo /usr/TKLC/plat/bin/guestMgr --remove <PMAC Name>

9

TVOE
Management
Server:
Unmount the
media and
remove

After the PMAC deploys and boots, the management and control network
comes up. At that point unmount the media and remove the PMAC media.

$ cd /

$ sudo /bin/unmount /mmmnt/upgrade
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9.4 Set Up PMAC

This procedure configures the PMAC application environment on the management server TVOE host;

and initializes the PMAC application. When this procedure is complete, the PMAC application
environment is configured to allow configuration of system network assets associated with the

management server.

Prerequisite:

9.3 Deploy PMAC Guest

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 55. Set Up PMAC

Step | Procedure Results
1. TVOE 1. Log into the management server iLO with Internet Explorer using the
] Management password provided by the application following Appendix E.1 Access a
Server iLO: Server Console Remotely.
Login http://<management server iLO_ IP>
2. Click on the Remote Console tab and open the Integrated Remote
Console on the server.
3. Click Yes if the Security Alert displays.
2. TVOE Log into PMAC with admusr credentials.
[ Managgme.nt Note: On a TVOE host, if you open the virsh console, for example, $ sudo
fgg‘_’ner ILO: /usr/bin/virsh console X of from the virsh utility virsn #
i

console X command and you get garbage characters or the output is
not correct, then there is likely a stuck virsh console command
already being run on the TVOE host. Exit out of the virsh console, run
ps -ef |grep virsh, and then Kill the existing process ki11 -9
<pPID>. Then execute the virsh console x command. Your console

session should now run as expected.

Login using virsh and wait until you see the login prompt. If a login prompt
does not appear after the guest is finished booting, press Enter to make one

appear:
$ sudo /usr/bin/virsh
virsh # list

Id Name ____State

4 pmacUl7-1 running
virsh # console pmacUl7-1
[Output Removed]

FREF SRS SSSESES

1371236760: Upstart Job readahead-collector:
1371236767: Upstart Job readahead-collector:

(EdE TR EEE LT
CentOS release 7.5 (Final)

stopping
stopped

Kernel 2.6.32-358.6.1.el6prerel6.5.0 82.16.0.x86 64 on an x86 64

pmacUl7-1 login:
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Procedure 55. Set Up PMAC

Step | Procedure Results
3. TVOE Run the following command (there should be no output):
[] Management $ sudo /bin/ls /usr/TKLC/plat/etc/deployment.d/
Server iLO:
Verify PMAC
configure
correctly
4. TVOE Valid time zones can be found on the server in the /usr/share/zoneinfo
] Management directory. Only time zones within the sub-directories (for example, America,
Server iLO: Africa, Pacific, Mexico, etc.) are valid with platcfg.
Determine and | T¢ set the time zone, run:
;gltqtehe time $ sudo /usr/TKLC/smac/bin/set pmac tz.pl <timezone>
For Example:
$ sudo set pmac tz.pl America/New York
Verify the time zone has been updated by running:
$ sudo /bin/date
5. TVOE All alarm information is sent to the NMS located at the destination.
[ Management 1. Login as the platcfg user on the server.
Server: Set ) ] )
SNMP trap 2. Navigate to the NMS Server Configuration screen.

destination to a
server based
on TPD

3. Navigate to Network Configuration > SNMP Configuration > NMS
Configuration.

,
! P lonclon : root
View Bookmarks Settings Help

m Configuration Utility 3.04 (C)
Hostname: hostnamel30!

File Edit
Platform

IO ——{ Options ——

) >

NMS Servers

Community String

4. Click Edit.

5. Click Add a New NMS Server.

6. Type the appropriate data and click OK.

—— Add an NMS Server b————
Hostname or IP: 1

Port:

snMP community String: N R
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Step | Procedure Results

7. Click Exit and Yes.
{ Modified an NMS entry in snmp.cfq file: ————

Do you want to restart the Alarm Routing Service?

8. Click Exit on each menu until platcfg exits.

6. TVOE Log into the PMAC as the admusr user.
[] Management
Server iLO:
Login
7. TVOE Reboot the server to ensure all processes are started with the new time zone.
[] | Management | s sudo /sbin/init 6
Server iLO:
Reboot
8. PMAC Gather and prepare configuration files that must be located on the PMAC.
[] (optional) These may be required to proceed with the application installation after the

PMAC has been deployed, but before it has been initialized. These files are
usually located within a given ISO on the physical media.

Note: This is an optional step only required if needed by an application.

Needed Material
e HP Misc. Firmware DVD

e [2] HP Solutions Firmware Upgrade Pack

1. Once the PMAC has completed rebooting, but before initializing, log into
the PMAC as admusr using virsh on the management server iLO.

2. Create any necessary destination subdirectories in the PMAC
/usr/TKLC/smac/etc directory, if not using an existing directory to transfer
files. For each subdirectory created, set the directory's ownership. If you
create multiple levels of subdirectories, set the ownership of each level
separately.

$ sudo mkdir /usr/TKLC/smac/etc/<dirl>
$ sudo chown pmacd:pmacbackup /usr/TKLC/smac/etc/<dirl>
$ sudo mkdir /usr/TKLC/smac/etc/<dirl>/<dir2>

$ sudo chown pmacd:pmacbackup
/usr/TKLC/smac/etc/<dirl>/<dir2>

3. Make the media available to the TVOE host server. Mount the media on
the TVOE host using the following method:

a. Insert the USB into an available USB slot on the TVOE host server
and execute the following command to determine its location and the
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Step | Procedure Results
ISO to be mounted:
$ sudo /bin/ls /media/*/*.iso
Example:
/media/sddl/872-xxxx-104-5.0.0 50.8.0-application-
x86 64.1iso
Note: The USB device is added to the list of media devices once it is
inserted into a USB slot on the TVOE host server.

b. Note the device directory name under the media directory. This could
be sdbl, sdcl, sdd1, or sdel, depending on the USB slot into which
the media was inserted.

c. Loop mount the ISO to the standard TVOE host mount point (if it is not
already in use):
$ sudo /bin/mount -o loop /media/<device directory>/<ISO
Name>.iso /mnt/upgrade

4. Execute the following commands on the PMAC guest to copy the required
files from the TVOE host to the PMAC guest. Wildcards can be used as
necessary.

$ sudo /usr/bin/scp -r

admusr@<TVOE management ip address>:/mnt/upgrade/<path to

files>/* /<path to destination directory>

5. Remove the application media from the TVOE host:
$ sudo /bin/unmount /mnt/upgrade
9. PMAC If performing the setup on a redundant PMAC, do not initialize, skip this step,
[] Application: and continue with step 12.
Initialize $ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks

1: Initialize PM&C COMPLETE - PM&C initialized

Step 2: of 2 Started: 2012-07-13 08:23:55 running: 29
sinceUpdate: 47

taskRecordNum: 2 Server Identity:
Physical Blade Location:
Blade Enclosure:

Blade Enclosure Bay:
Guest VM Location:

Host IP:

Guest Name:

TPD IP:

Rack Mount Server:

IP:

Name:

The command displays IN_PROGRESS for a short time. Run the command
until a COMPLETE or FAILED response displays.
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10. PMAC: $ sudo /usr/TKLC/plat/bin/alarmMgr --alarmStatus
[ Perform a This command should return no output on a healthy system.
system health Note: An NTP alarm is detected if the system switches are not configured.
check Additionally, a tpdDefaultRouteNetworkError alarm may be detected if
the system switches are not configured.
$ sudo /usr/TKLC/smac/bin/sentry status
All processes should be running, displaying output similar to the following:
PM&C_Sentry Status
sentryd started: Mon Jul 23 17:50:49 2012
Current activity mode: ACTIVE
Process_________PID_ _ Status _ StartTs ________________ NumR
smacTalk 9039 running Tue Jul 24 12:50:29 2012 2
smacMon 9094 running Tue Jul 24 12:50:29 2012 2
hpiPortAudit 9137 running Tue Jul 24 12:50:29 2012 2
snmpEventHandler 9176 running Tue Jul 24 12:50:29 2012 2
Fri Aug 3 13:16:35 2012
Command Complete.
11. PMAC Verify the PMAC application product release is as expected.
[ Application: Note: If the PMAC application product release is not as expected, STOP and
Verify release | contact My Oracle Support (MOS).
$ sudo /usr/TKLC/plat/bin/appRev
Install Time: Mon Mar 14 16:12:33 2016
Product Name: PMAC
Product Release: 6.2.0.0.0 62.16.0
Base Distro Product: TPD
Base Distro Release: 7.2.0.0.0 88.17.0
Base Distro ISO: TPD.install-7.2.0.0.0 88.17.0-
OracleLinux6.7-x86 64.iso
ISO name: PMACBLD-6.2.0.0.0 62.16.0.is0
0S: OraclelLinux 6.7
12. Virsh Exit the virsh console session using Appendix E.2 Exit a Guest Console
[] Console: Log | Session onanilLO.
out
13. Management $ logout
[] | ServeriLO: Close the iLO browser screen.
Exit the TVOE
console
14. Management If NetBackup needs to be configured on this PMAC, execute 9.22.2 Initialize
[] Server iLO PMAC Application Using the GUI and enable NetBackup.
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9.5 Configure PMAC Application

Configuration of the PMAC application is typically performed using the PMAC GUI. This procedure

defines application and network resources. At a minimum, you should define network routes and DHCP
pools. Unlike initialization, configuration is incremental, so you may execute this procedure to modify the
PMAC configuration.

Prerequisites:
e PMAC has been deployed and initialized, but possibly not fully configured.

e Aggregation switches have been properly configured.

Note:

The installer must know the network and application requirements. The final step configures and
restarts the network and the PMAC application; network access is briefly interrupted.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 56. Configure PMAC Application

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
] Login https://<pmac_management network ip>
Login as guiadmin user.
Oracle System Login s e
Login
Enter your username and password 10 log in
Session was logged out at 8:26:21 pm.,
Usemame
Password
Shangs password
Log im
Navigate to Administration > PMAC Configuration.
2. PMAC GUID: Click Feature Configuration.
U] Select a profile
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Procedure 56. Configure PMAC Application

Step | Procedure Results
3. PMAC GUID: If NetBackup is to be used, enable the NetBackup feature; otherwise, use the
] Configure selected features as is. This image is for reference only.
optional
features Feature Description Role Enabled
DEVICE NETWORK NETBOOT Network device PXE initialization Management u
DEVICENTP PMAC as atime server Management | [

Remote management of PMSC
server

PMAC MANAGED Management

PMAC REMOTE BACKUP Remote server for backup :M;r)a:;omgq!“ '

€

PMAC NETBACKUP NetBackup client Management

PMAC IPVG interface disable

PMAC JPV6.NOAUTOCONFIG >
autoconfiguration

NULL
Add Role

The Enabled checkbox selects the desired features. The Role field provides a
list of known network roles with which the feature may be associated. The
Description may be edited if desired.

If the feature should be applied to a new network role (e.g., NetBackup), click
Add Role. Enter the name of the new role and click Add.

Note: Role names are not significant, they are only used to associate
features with networks.
The new role name displays in the Role list for features.

When done, click Apply. This foreground task takes a few moments, and then
refreshes the view with an Info or Error notice to verify the action. To discard
changes, navigate away from the view.
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Procedure 56. Configure PMAC Application

Step

Procedure

Results

4.
N

PMAC GUI:
Reconfigure
PMAC
networks

Note: The network reconfiguration enters a tracked state. After you click
Reconfigure, click Cancel to abort.

1. Click Network Configuration and follow the wizard through the
configuration task.

2. Click Reconfigure to display the network view. The default management
and control networks should be configured correctly. Networks may be
added, deleted, or modified from this view. They are defined with IPv4
dotted-quad address and netmasks, or with IPv6 colon hex address and a
prefix. When complete, click Next.

3. Click Network Roles to change the role of a network. Network
associations can be added (for example, NetBackup) or deleted. You
cannot add a new role since roles are driven from features. When
complete, click Next.

4. Click Network Interfaces to add or delete interfaces, and change the IP
address within the defined network space. If you add a network (for
example, NetBackup), the Add Interface view displays when you click Add.
This view provides an editable list of known interfaces. You may add a
new device here if necessary. The Address must be an IPv4 or IPv6 host
address in the network. When complete, click Next.

5. Click Routes to add or delete route destinations. The initial PMAC
deployment does not define routes. Most likely, you want to add a default
route — the route already exists, but this action defines it to PMAC so it
may be displayed by PMAC. Click Add. The Add Route view provides an
editable list of known devices. Select the egress device for the route.
Enter an IPv4 dotted-quad address and netmask or an IPv6 colon hex
address and prefix for the route destination and next-hop gateway. Click
Add Route. When complete, click Next.

6. Click DHCP Ranges to define DHCP pools used by servers that PMAC
manages. Click Add. Enter the starting and ending IPv4 address for the
range on the network used to control servers (by default, the control
network). Click Add DHCP Range. Only one range per network may be
defined. When all pools are defined, click Next.

7. Click Configuration Summary for a view of your reconfigured PMAC.
Click Finish to open the background task that reconfigures the PMAC
application. A Task and Info or Error notice displays to verify your action.

8. Verify your reconfiguration task completes. Navigate to Task Monitoring.
As the network reconfigures, you have a brief network interruption. From
the Background Task Monitoring view, verify the Reconfigure PMAC task
succeeds.

9

PMAC GUI:
Set site
settings

Navigate to Administration > GUI Site Settings.

Set the Site Name to a descriptive name, set the Welcome Message to
display when logging in.
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Procedure 56. Configure PMAC Application

Step

Procedure

Results

6.
[

PMAC:
Application
backup

$ sudo /usr/TKLC/smac/bin/pmacadm backup
PMAC backup has been successfully initiated as task ID 7

Note: The backup runs as a background task. To check the status of the
background task use the PMAC GUI Task Monitor screen, or issue the
command $ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks. The
result should eventually be PMAC Backup successful and the
background task should indicate COMPLETE.

Note: The pmacadm backup command uses a naming convention that
includes a date/time stamp in the filename (for example,
backupPmac_20111025 100251.pef). In the example provided, the
backup filename indicates it was created on 10/25/2011 at 10:02:51
am server time.

X

PMAC: Verify
backup was
successful

Note: If the background task shows the backup failed, then the backup did
not complete successfully. STOP and contact My Oracle Support
(MOS).

The output of pmaccli getBgTasks should look similar to the example below:
$ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks
2: Backup PMAC COMPLETE - PMAC Backup successful

Step 2: of 2 Started: 2012-07-05 16:53:10 running: 4
sinceUpdate: 2 taskRecordNum:

2 Server Identity:
Physical Blade Location:
Blade Enclosure:

Blade Enclosure Bay:
Guest VM Location:

Host IP:

Guest Name:

TPD IP:

Rack Mount Server:

IP:

Name:

]

PMAC: Save
the backup

The PMAC backup must be moved to a remote server. Transfer (sftp, scp,
rsync, or preferred utility), the PMAC backup to an appropriate remote server.
The PMAC backup files are saved in the following directory:
Ivar/TKLC/smac/backup.
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9.6 Add Cabinet and Enclosure to the PMAC System Inventory

This procedure adds a cabinet and an enclosure to the PMAC inventory.

Prerequisite: 9.5 Configure PMAC Application

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 57. Add Cabinet and Enclosure to the PMAC System Inventory

Step | Procedure

Results

1. PMAC GUI:
] Login

Open web browser and enter:

https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Login
Enter your usemame and password 10 log in

Session was logged out at 8:26:21 pm.

Usemame
Password

Shangs password

Log in
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Procedure 57. Add Cabinet and Enclosure to the PMAC System Inventory

Step | Procedure Results
2. PMAC GUI: 1. Navigate to Hardware > System Configuration > Configure Cabinets.
[J | Addcabinet |5 cjick Add Cabinet.
Main Menu: Hardware -> System Configuration -> Configure Cabinets
Tue Sep 01 20:37:38 201°
Provisioned Cabinets
503
505
Add Cabinet
3. Type the Cabinet ID and click Add Cabinet.
Main Menu: Hardware -> System Configuration -> Configure Cabinets [Add Cabinet]
Tue Sep 01 20743512 2015 UTC
Cabinel 1D (required). 501 Cabinet 10 must be from 1 to 654.
Add Cabinet  Cancel
4. Check for errors.
Success:
Main Menu: Hardware -> System Configuration -> Configure Cabinets [Add
Tue Sep 01 20:43:
i ofo ~
| into
o » Cabinst 501 has been successfully added 1o the system
503
505
Error:
Main Menu: Hardware -> System Configuration -> Configure Cabinets [Add Cabl
Tue Sep 01 20:43118 20!
Emor ¥
Error
& ‘ « CabinetiD 933 13 Invalld mi:st be detween 1 and 654
Cancel
3. PMAC GUI: 1. Navigate to Hardware > System Configuration > Configure
] Configure Enclosures.
enclosures

2. Click Add Enclosure.
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Procedure 57. Add Cabinet and Enclosure to the PMAC System Inventory

Step | Procedure

Results

Main Menu: Hardware -> System Configuration -> Configure Enclosures

Tue Sap 01 20:32:04 2013 UTC
]
Tasks v |

Provisioned Enclosures

There are no provisioned
endosures

Add Enclosure

3. Type the Cabinet ID, Location ID, and two OA IP addresses (the
enclosure’s active and standby OAs).

4. Click Add Enclosure.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Add Enclosure]

Tuw Swp 01 20:53:29 2015 UTC

CapinetiD: 505 |w

Location 1D (requiredy 1 Locaton (D must befrom 110 4

&t least one DA IP is required,
&t (Bay 0AR) IP: 10.240.17.51

042 (Bay DBR) IP: 10.220.17 .56 X

Add Enclosure  Cancel

Note Location ID is used to identify an enclosure within a cabinet. It can
have a value of 1, 2, 3, or 4. The cabinet ID and location ID are
combined to create a globally unique ID for the enclosure (for
example, an enclosure in cabinet 502 at location 1, has an enclosure

ID of 50201).

5. The screen refreshes with a new background task entry. Click Tasks
located on the toolbar under the Configure Enclosures heading.
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Procedure 57. Add Cabinet and Enclosure to the PMAC System Inventory

Step

Procedure

Results

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Add Enclosure]

Tuw Sep 01 20:56:00 2015 UTC

Info ~ Tasks =
[ Tasks
D Task Target Status State Ruy
]l 9% Add Fnclosure Enc:50501 Starting Add Faclosure IN_PROGRESS A
Enclosure added - starting
& 5
_] 95 Add Enclosure Enc:50501 monitoring COMPLETE
s Enclosure added - starting
_] 81 Acd Enclosure Enc:50301 monitoring COMPLETE
— Enclosure added - starting -
2 80 Add Enclosure Encis0301 i COMPLETE
&N Enclosure added - starting =
_] ] Add Enclosure Enc:50301 monitoring COMPLETE
w o . Enciosure added - starting
] Add Enclosure Enc:50301 monitoring COMPLETE
2 75 Add Enclosure Fne:50301 Cannol reach OA, IP not responding  FAILED
4 . - Enciosure added - starting
] 44  Add Enclosure Enc:50501 SosiNing COMPLETE v
< >
Add Enclosure

When the task is complete, the text changes to green and the Progress
column indicates 100%.

9.7 Edit an Enclosure in the PMAC System Inventory

This procedure edits an existing enclosure configuration in the PMAC system inventory. This is used to
notify PMAC of enclosure OA IP address changes.

Prerequisite:

9.6 Add Cabinet and Enclosure to the PMAC System Inventory

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 58. Edit an Enclosure in the PMAC System Inventory

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
[ Login https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Login

Tuo Sep 1 20 26:21 2015 UTC

Enter your username and password 10 log in

Session was logged out at 8:26:21 pm.,

Username
Password

Changs password

Login
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Procedure 58. Edit an Enclosure in the PMAC System Inventory

Step | Procedure Results
2. PMAC GUI: 1. Navigate to Hardware > System Configuration > Configure
[] Edit enclosures Enclosures.

2. Select a row from the list of provisioned enclosures and click Edit
Enclosure.

Main Menu: Hardware -> System Configuration -> Configure Enclosures
Tua Sap 01 20:46:34 2015 UTC

Provisioned Enclosures
50301
50501

Add Enclosure

3. Modify the OA IP addresses as needed and click Edit Enclosure.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Edit Enclosure 50501]
Tue Sep 01 20:16:37 2015 UTC

Atleast one QA IP is required.
OA1 (Bay 0AR) IP: 10.240.17 .51

0A2 (Bay 0BR) IP: 10.240.17.56

EditEnclosure  Cancel

4. The screen refreshes with a new background task entry. Click Tasks
located on the toolbar under the Configure Enclosures heading.

Main Menu: Hardware -> System Configuration -> Configure Enclosures [Add Enclosure]

Tuw Sep 01 20:56:00 2015 UTC

Info v| Tasks ~

| Tasks
] Task Target Status State Ru
g s Add Enclosure Ene:50501 Starting Add Faclosure IN_PROGRESS A
©) 85  Acd Enclosure Enc:50501 ﬁ';ﬂi‘;:}““c Simting COMPLETE
2] 81 Acd Enclosure Enc:50301 :;ﬁ':l':u““dg" tSkhing COMPLETE
7] 80 Agd Enclosure Enci50301 2'(;:‘[:2‘:;;"""“" b COMPLETE
j Y Add Enclosure Enc:S0301 .F‘::c;:zi;iu‘:ir':’addeﬂ SR COMPLETE
0 s Add Enclosure Enc:50301 ﬁg:ﬂi':{:gudden el COMPLETE
:] 75 Add Enclosure Enc:50301 Cannof reach OA, 1P not responding  FAILED
©) 44  AcdEnclosure Enc:50501 zr;zzu:quauden b COMPLETE S
< >

Add Enclosure

When the task is complete, the text changes to green and the Progress
column indicates 100%.
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9.8 Add ISO Images to the PMAC Image Repository

This procedure adds ISO images to the PMAC repository.

Prerequisite:
Note:

9.5 Configure PMAC Application

If the ISO image has already been added to the PMAC software inventory in a previous
procedure, skip this procedure.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 59. Add ISO Images to the PMAC Image Repository

Step

Procedure

Results

1.
[

Make the
image available
to PMAC

There are two ways to make an image available to PMAC:

e Attach the USB device containing the ISO image to a USB port of the
management server.

e Use SFTP to transfer the iso image to the PMAC server in the
Ivar/[TKLC/smac/imagel/isoimages/home/smacftpusr/ directory as
pmacftpusr user:

e cd into the directory where your ISO image is located (not on the
PMAC server)

e Using SFTP, connect to the PMAC management server as the
pmacftpusr user. If using IPv6, shell escapes around the IPv6
address may be required.
> sftp pmacftpusr@<pmac management network ip>
> put <image>.iso

e After the image transfer is 100% complete, close the connection
> quit
Refer to the documentation provided by application for pmacftpusr
password.

™

PMAC GUI:
Login

Open web browser and enter:

https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Tue Sep 1 2026:21 2015 UTC

Oracle System Login

Login

Enter your username and password 10 log in

Session was logged out at 8:26:21 pm.

Usermame
Password

Shangs password

Log In
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Procedure 59. Add ISO Images to the PMAC Image Repository

Step | Procedure Results
3. PMAC GUI: If in step 1 the ISO image was transferred directly to the PMAC guest using
[] Attach software | SFTP, skip this step and continue with the next step. If the image is on a USB
image to the device, continue with this step.
PMAC guest 1. Navigate to Main Menu > VM Management.. Select PMAC guest from

the VM Entities list.
Click the Media tab.

3. Locate the ISO image in the Available Media list, and click Attach next to
it. After a pause, the image displays in the Attached Media list.

View guest pmacU16-3

VI Info Sofware

Netw

Media

Altached Medi Available Media

Available Media

Attach Label

Aftach 3.20.00_888.0

Image Path

/media/sdc1/TVOE-3.2.0.0.0_88.8.0-x86_64.is0

Edit Delete

Cione Guest  Regenerate Device Mapping ISO
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Procedure 59. Add ISO Images to the PMAC Image Repository

Step | Procedure Results
4. PMAC GUI: 1. Navigate to Main Menu > Software > Manage Software Images.
[] Manage .
Software 2. Click Add Image.
Image screen If in step 1 the ISO image was transferred directly to the PMAC guest

using SFTP, it displays as a local file /lvar/TKLCI...

If the image was supplied on a USB drive, it displays as a virtual device
(device:/l...). These devices are assigned in numerical order as USB
images become available on the management server. The first virtual
device is reserved for internal use by TVOE and PMAC; therefore, the ISO
image of interest is normally present on the second device,
device:/ldev/srl. If one or more USB-based images was already present
on the management server before you started this procedure, select a
correspondingly higher device number.

3. Type an image description and click Add New Image.

Main Menu: Software -> Manage Software Images [Add Image]

Wed Sep 02 13:38:03 2013 UTC

magas may be added from any of ese sources

+ Oracle-provided media in the ®PM&C host’! DVD drive (Rafer 1o Note)
+ USB madia aftached to the PMAC's host (Refer to Nots)
+ External mounts. Prefix the creclory with “exffile:”
+ These local search paths:
= NanTKLC/upgrader.isc
= NanTKLC/s magimagensoimagas/homelsmacttpuse™.iso

Note: CD ang USB Images mounted on PMEC's VI host mustfirst be made acoessidle 10 e PISC VM guest To do this. go to the Media
1ab ofthe PR&C quests View VI Guest page In VM Managamant.

Pat keqlte.une\'.'an 12000 €380 x ¥
ManTK_Clsmacimagelsoimagesmome/smactpusTPD.INs128-7.0.2.0.0_86.27.0-OracleLinuxs.6-x85_64.150
Descnption: tevice Mdewsr1 32000_8880

Add Mew Image  Cancel
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Procedure 59. Add ISO Images to the PMAC Image Repository

Step | Procedure Results
5. PMAC GUI: Click Info to access the status and confirm a background task has been
[] Monitor the started to add the image.
status Main Menu: Software -> Manage Software Images [Add Image]
Wead Sep 0F 13:39:34 2038 UTC
[Tate_~! [ieskeis
[ Info [
+ Software image devwceddavsrt 3 2 0.0 0_83 8 0 will be added in the background pescrigiion
o « The 1D nurnbier for tis task is. 98
TPD.Install-7.0.2.0.0_B85.2€ 0-OracleLinuy5.6-x36_54 Bootable 336 64
Click Tasks located on the toolbar. Make sure the correct image or source
device name displays in the Status column.
Main Menu: Software -> Manage Software Images [Add Image]
=Wad Sep 02 13:39:34 2015 U7
Info  ~ FTasKS =
Tasks
ima D Task Target Slalus State Rud
= 2 98 Add Image Done: device\'devisrt COMPLETE 00
TP
MY 7] 55 Addimage giggleifsu;'g:xgﬁoédo 088220 oomap) ETE 10|
d» Dalate Image é',t';ﬁ:::fé‘f;:Qg‘ﬁ'”""' COMPLETE 00
0 28 addimage af:f;quf',f::,fff;;n’i’ff”'5 360- compLeTe 00
] 7 Add Image Done: PMACSE.2.0.0.0_82.85.x86_64 COMPIETF 0
< >
Add knage
When the task is complete, the text changes to green and the Progress
column indicates 100%.
6. PMAC GUI: If the image was supplied on USB, return to the PMAC guest's Media tab,
[] Detach image locate the image in the Attached Media list, and click Detach next to it.
from PMAC To confirm the new image has been detached, reload the page by reselecting
guest the VM guest in the VM Entities list and navigate to Media > Attached Media
subtab.
This releases the virtual device for future use.
Remove the USB device from the management server.
7. Repeat If there are additional ISO images to be provisioned on the PMAC, repeat the
[] procedure with the appropriate ISO image data.

Page | 236

E91175-01




Platform 6.5 Configuration Guide

9.9 IPM Servers Using PMAC Application

This procedure installs TPD or TVOE using an image from the PMAC image repository.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for IPM have

been configured using the 9.6 Add Cabinet and Enclosure to the PMAC System Inventory.

e Rack mount servers targeted for IPM have been configured using 9.15 Add Rack Mount Server to the

PMAC System Inventory.

e A bootable image was added to the PMAC image repository using 9.8 Add ISO Images to the PMAC

Image Repository.

e The BIOS settings on the servers have been verified using 6.2 Confirm/Upgrade Blade Server BIOS
Settings or Section 3.2 of [1] TPD Initial Product Manufacture Software Installation Procedure.

Note: If you are about to IPM as preparation for SAN configuration, follow 10.2 Remove SAN Volume
from Blade Server Without Preserving Existing TPD Installation.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 60. IPM Servers Using PMAC Application

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

Oracle System Login

ORACLE

Login

Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm.

Username
Password

Shangs password

Logim
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Procedure 60. IPM Servers Using PMAC Application

Step | Procedure Results
2. PMAC GUI: 1. Navigate to Software > Software Inventory.
[ Select servers 2. Select the servers you want to IPM. If you want to install the same OS on
more than one server, press Ctrl while selecting multiple rows.
3. Click Install OS.
Main Menu: Software > Software Inventory
Mmrtty W AdSw e Ll el Platorm Hane Patiwrm Yortios Acér s Narre bpotcatne Mroe Destgnation  fancton
100143 | nskame 1T TPOOM SN (653420 153 1255 82080
:;r‘mmm\—.’taud?-’ 1R 20a T P ¥4 3 P 16
SRR CRbRR] "
s
Pasch
3. PMAC GUI: 1. Select the OS image to install on the servers.
[] Select image

2. (Optional) Install arguments can be supplied by entering them into the text
box displayed under the list of bootable images. These arguments are
appended to the kernel line during the IPM process. If no install
arguments need to be supplied for the OS being installed, leave the install
arguments text box empty.

Note:

Manufacture Software Installation Procedure.

The valid arguments for a TPD IPM are listed in [1] TPD Initial Product

3. Click Start Software Install.
Software Install - Select Image
. - = Wiwd Swp 02 14:45:10 2015 UTC
Targets Selectimage A
Entity Status image Name Type Architecture  Description
Fnc S0501 Bay 7k TPD install-7 0 2 0. 0_84 28 0-Oracelimud A Boctatie <B5_64
< > XB6_64 o o
[ TW0E-22000_8380-128 84 | Bootable 86 B4
v
Supply Software Install Arguments (Optional)
Start Software nstell  Cancel
4. Click OK to confirm the install.
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Procedure 60. IPM Servers Using PMAC Application

Step | Procedure Results
4. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor install Install OS background task. A separate task displays for each server.
0S Main Menu: Task Monitoring
|kﬁll:' 'I
mn lask largat Status State Task Output R
] 60 instal 08 :'f":_ ?'ﬂ“""i"'zz't":" ff?'ﬁj‘:ﬁ‘:ﬂ'f:?e'ﬂfmm 8- IN_PROGRESS A A
o x86_64
j 58 Delste Guest Guest deletion completed (1pdds26) COMPLETE NA
7) 55 Create Guest RIAS: pmacU1Givoe Guest creation completed ((pd8620) COMPLETE NA . N
<
Delete Complatad  Delata Faded
When the task is complete, the text changes to green and the Progress
column indicates 100%.
5. Repeat Repeat this procedure for additional rack mount servers.

9.10 Install/Upgrade Applications Using PMAC

This procedure installs upgrades an application using an image from the PMAC image repository.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for IPM have
been configured using the 9.6 Add Cabinet and Enclosure to the PMAC System Inventory.

¢ Rack mount servers targeted for IPM have been configured using 9.15 Add Rack Mount Server to the
PMAC System Inventory.

e An upgradable image was added to the PMAC image repository using 9.8 Add ISO Images to the
PMAC Image Repository.

Notes:

e Firmware update is only supported for HP c-Class blades and Rack Mount Servers.

e Until the target servers are fully discovered by PMAC, you are unable to install patches on the servers
(this may take up to 15 minutes after the upgrades complete).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 61. Install/Upgrade Applications Using PMAC

Step | Procedure

Results

1. PMAC GUI:

Open web browser and enter:

D LOgin https://<pmac_management network ip>
Login as guiadmin user.
ORACLE
Oracle System Login
Tue Sep 1 202621 2015 UTC
Login
Enter your usermame and password 10 log in
Session was logged out at 8:26:21 pm,
Usemame
Password
Shange password
Log In
2. PMAC GUI: 1. Navigate to Software > Software Inventory.
J Select servers | 5 Select the servers you want to upgrade. If you want to upgrade more than

one server, press Ctrl while selecting multiple rows.

3. Click Upgrade.

Main Menu: Software > Software Inventory

¥ acears Vi Platoem Hame  Patiser Yorsios Aoticaton Narre  Spplcaton Wersion Designation  Tancson

10541343 | nckam SITIZET  TPDOME ) (6534230 e i385 2300

108 200 1042 Noskamed I 1HCE  TRO O_6k) B100 14420

Moat
Rostrame (o Mestdz? 103 204 1041 P ¥4 TPD (8 _64 72000961 A $2000_62 169

Note:

w08 Traester 150 W age R oot
U ress
Pascn

Until the target servers are fully discovered by PMAC, you are unable
to start an application install or upgrade on the servers (this may take
up to 15 minutes after the OS Installs complete). A server that has not
yet been discovered is represented by an empty row on the Software
Inventory screen (no IP address, hostname, plat name, plat version,
etc., displays).
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Procedure 61. Install/Upgrade Applications Using PMAC

Step | Procedure Results

3. PMAC GUI: 1. Select the OS image to install on the servers.

[ Selectimage 2. (Optional) Install arguments can be supplied by entering them into the text
box displayed under the list of bootable images. These arguments are
appended to the kernel line during the IPM process. If no install
arguments need to be supplied for the OS being installed, leave the install
arguments text box empty.

Note: PMAC does not validate firmware update arguments.
3. Click Start Software Upgrade.
Software Upgrade - Select Image R
. Supply Suﬂw:;e Upgra:;‘Argumnts{Optinnal]
4. Click OK to confirm the upgrade.
4, PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor Upgrade background task. A separate task displays for each server.
upgrade Main Menu: Task Monitoring
|kﬁ||¢—.| Vied Sep D2 14:92:40 2019 UTC
n lask largat Status State Task Output R
] 60 install 08 {f’“ pmacU1feoe ?.[l;’g.lll:%j‘:’i‘.‘:“:{,‘l‘;(‘)’:f;:jf::‘xx6ﬁ- IN_PROGRESS NA A
Suast: i 06 64
2] s8  Delete Guest F:"\Eﬁj‘m Guest deletion completed (pdBs26)  COMPLETE WA
7) 55 Create Guest RMS: pmaclieivos Guest creation completed (1pdg628) COMPLETE A N
< >
Delete Complated  Deleta Faded
When the task is complete, the text changes to green and the Progress
column indicates 100%.

5. PMAC GUI Verify the installed/upgraded application is fully functional. The application

U] must provide the steps for verifying its functionality.

6. PMAC GUI: If the application you just upgraded or installed is based on a TPD release

[] Accept or reject | supported by PMAC 6.5, you must either accept or reject the upgrade. To

upgrade accept an upgrade using PMAC, perform 9.18 Accept Upgrades Using PMAC
(platform 6.x . Likewise, to reject an upgrade using PMAC, perform 9.19 Reject Upgrades
applications Using PMAC.

only)
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9.11 Patch Applications Using PMAC

This procedure patches an application using an image from the PMAC image repository.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host for an application patch
have been configured using the 9.6 Add Cabinet and Enclosure to the PMAC System Inventory.

e Rack mount servers targeted for an application patch have been configured using 9.15 Add Rack

Mount Server to the PMAC System Inventory.

e A patch image was added to the PMAC image repository using 9.8 Add ISO Images to the PMAC

Image Repository.

e Target servers have been IPM’'d with an application based on a TPD 7.2 release.

Note: Until the target servers are fully discovered by PMAC, you are unable to install patches on the
servers (this may take up to 15 minutes after the upgrades complete).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 62. Patch Applications Using PMAC

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

Oracle System Login

ORACLE

Tue Sep 1 2026:21 2015 UTC

Login

Enter your username and password 10 log in

Session was logged out at 8:26:21 pm.

Useamame
Password

Shangs password

Log im
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Procedure 62. Patch Applications Using PMAC

Step | Procedure

Results

2. PMAC GUI:
[] Select servers

1. Navigate to Software > Software Inventory.

2. Select the servers you want to upgrade. If you want to upgrade more than
one server, press Ctrl while selecting multiple rows.

3. Click Patch.

Main Menu: Software > Software Inventory

Note:

¥ acears e Platoem Hame  Patisers Yeraioe Retdr snen Narre

0SE14T | neskame 1TI2ETT  (TPDOBS_S4) £5342M0 TvOE

o 08 Traster 150 nage R o

U ross

Pasen

Until the target servers are fully discovered by PMAC, you are unable
to start an application install or upgrade on the servers (this may take
up to 15 minutes after the OS Installs complete). A server that has not
yet been discovered is represented by an empty row on the Software
Inventory screen (no IP address, hostname, plat name, plat version,

etc., displays).

i385 2300

Epotcatn waror Designaton  Tancson
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Procedure 62. Patch Applications Using PMAC

Step | Procedure Results
3. PMAC GUI: 1. Select the OS image to install on the servers.
[ Selectimage 2. (Optional) There are three optional arguments that can be specified as
part of a patch.
The first option is Reboot. If this is enabled, the patched server reboots
once the patch installation has completed. The second option is No
runlevel change required. If this is enabled, the patched server does not
transition from runlevel 4 to 3 before installing the patch. This means
applications running on the server are not halted during the patch
installation. The third option is Modify runlevel timeout. If this is
enabled, a custom runlevel timeout can be specified in the box below this
option. This timeout (in minutes) determines how long the patching
process waits for a runlevel transition from 4 to 3 before the installation is
aborted.
Any of these options can be specified as the sole option. Additionally,
Reboot and Modify runlevel timeout may be specified together. No
runlevel change required cannot be specified with either of the other
options.
Note: PMAC does not validate firmware update arguments.
3. Click Start Patch Installation.
Software Upgrade - Select Image R
Targets Select Image
ol e Image Name Type Architecture  Description
EneElL Bt TPD.nstal-T2.0.0.0_85.20.0-Oraclelinuss.7-
q ptrh - Baolahls w_i4
;j:;.ﬂmlp7z.uu.n,naz1 D-Oraclelinuzs.7- Eewhnh E'SEJJ
Supply Software Upgra:‘e Arguments (Opticnal)
4. Click OK to confirm proceeding with the patch.
4, PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor patch Patch background task. A separate task displays for each server.
Main Menu: Task Monitoring
(11] Task Target Status State Task Quipul  Running Time  Start Time Progress
2 #1211 Pateh ::'e‘%%gslw*:ﬁf Success COMPLETE B D004 :;':“;;:‘!:‘” 1004
] 8120 Patch E'l;s':!:s:‘:r;% Success COMPLETE =] o:01:00 ::‘ﬁi:‘s 100%
When the task is complete, the text changes to green and the Progress
column indicates 100%.
5. PMAC GUI Verify the patch installation. The application must provide the steps for
[] verifying its functionality.
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Procedure 62. Patch Applications Using PMAC

Step | Procedure Results
6. PMAC GUI: If the application you just patched is based on a TPD 7.2 release or later, you
[] Accept or reject | must accept or reject the upgrade. To accept a patch using PMAC, perform
patch 9.20 Accept Patches Using PMAC. Likewise, to reject an upgrade using
PMAC, perform 9.21 Reject Patches Using PMAC.

9.12 Install PMAC on Redundant DL360 or DL380

This procedure installs and configures TVOE on a redundant DL360 or DL380 server, deploys a
redundant PMAC, and creates the first backup from the primary PMAC.

This procedure is optional and required only if the redundant PMAC server feature is to be deployed.
Prerequisites:
e 9.8 Add ISO Images to the PMAC Image Repository has been completed using the TVOE media.

e 9.8 Add ISO Images to the PMAC Image Repository has been completed using the PMAC media.
Note the PMAC image name; it is used during the procedure as <PMAC_Image_Name>.

e 9.9 IPM Servers Using PMAC Application has been completed on the redundant management server
using the TVOE media.

e 9.2 Configure TVOE Network has been completed on the redundant management server.
Notes:

e Inthe event a disaster recovery is required, refer to the recovery procedure in 909-2210-001.
e Itis assumed that the use of a redundant PMAC means the NetBackup feature is not in use.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 63. Install PMAC on Redundant DL360 or DL380

Step | Procedure Results
1. Redundant 1. Log into the management server iLO with Internet Explorer using the
[] Management password provided by the application following Appendix E.1 Access a
Server iLO: Server Console Remotely.
Login http://<redundant management server iLO IP>

2. Click on the Remote Console tab and open the Integrated Remote
Console on the server.

3. Click Yes if the Security Alert displays.

Page | 245 E91175-01




Platform 6.5 Configuration Guide

Procedure 63. Install PMAC on Redundant DL360 or DL380

Step | Procedure

Results

2. Primary

[] Management
Server iLO:
Log into the

primary

management
server on the
remote console

Log into PMAC with admusr credentials.

Note: On a TVOE host, if you open the virsh console, for example, $ sudo
/usr/bin/virsh console X Or from the virsh utility virsh #
console X command and you get garbage characters or the output is
not correct, then there is likely a stuck virsh console command
already being run on the TVOE host. Exit out of the virsh console, run
ps -ef |grep virsh, and then Kkill the existing process ki11 -9
<pID>. Then execute the virsh console x command. Your console
session should now run as expected.

Login using virsh and wait until you see the login prompt. If a login prompt
does not appear after the guest is finished booting, press Enter to make one
appear:

$ sudo /usr/bin/virsh

virsh # list

Id Name ____ State

4 pmacUl7-1 running

virsh # console pmacUl7-1

[Output Removed]

pmacUl7-1 login:

3. Primary Export the PMAC I1SO image to the redundant management server's address
[] PMAC: Export | on the control network.
ISO image $ sudo /usr/sbin/exportfs
<redundant pmac control ip>:/usr/TKLC/smac/html/TPD/<PMAC Image
Name>
4. Redundant Mount the PMAC upgrade media from the PMAC server.
[] Management $ sudo /bin/mount
Server TVOE: <primary pmac_control ip>:/usr/TKLC/smac/html/TPD/<PMAC Image Na
Mount media me> /mnt/upgrade
5. Redundant Using the pmac-deploy script, deploy the PMAC instance using the
[] Management configuration detailed by the completed NAPD. All configuration options
Server TVOE: (NetBackup or isoimagesVolSizeGB) should match the configuration of the
Deploy PMAC primary PMAC.
instance

For this example, a PMAC is deployed without NetBackup.
$ cd /mnt/upgrade/upgrade
$ sudo ./pmac-deploy --guest=<Redundant PMAC Name>

-—hostname=<Redundant PMAC Name> --
controlBridge=<TVOE Control Bridge>

--controlIP=<Redundant PMAC Control ip address>
--controlNM=<PMAC Control netmask>
--managementBridge=<PMAC Management Bridge>
--managementIP=<Redundant PMAC Management ip address>
--managementNM=<PMAC Management netmask or prefix
--routeGW=<PMAC Management gateway address>
--ntpserver=<Redundant TVOE Management server ip address>

--isoimagesVolSizeGB=20
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Procedure 63.

Install PMAC on Redundant DL360 or DL380

Step | Procedure Results
6. Redundant After the PMAC deploys and boots, the management and control network
[] Management comes up. At that point unmount the media and remove the PMAC media.
Server TVOE: $ cd /
Unm_ount the $ sudo /bin/unmount /mmmnt/upgrade
media and
remove
7. Redundant Perform 9.4 Set Up PMAC.
[] | PMAC WARNING: Initialization of the redundant PMAC is to be avoided at all costs.
8. Primary PMAC | Open web browser and enter:
] GUI: Login https://<pmac_management network ip>
Login as guiadmin user.
Oracle System Login By
Login
Enter your username and password 10 log in
Session was logged out at 8:26:21 pm,
Usemame
Password
Changs password
Log in
Navigate to Administration > PMAC Backup > Manage Backup.
9. Primary PMAC | Type the Remote IP Address of the redundant PMAC
[] GUI: Configure | (redundant_management_server_mgmtVLAN_IP) and click Update Settings.
primary PMAC = %g'::ilum Main Menu: Administration -> PM&C Backup -> Manage Backup
to send backup u
[ ] Software
tO the DVM Management LS
redundant &l Dj:ffa_?el . Backup Settings
PMAC FEDHSE‘SS[:SS:’;HE BackupFrequency: Daily || BackupTime 05:00[v|
] PMAC Application i
= a PI&C Eackup Remote Backup Settings
[ Manage Backup Remote IP Address:  10240.5.214
[ Perform Bzciup —_—
4] £ PM&C Configuration
j ] Cledeniialsg Vllpdatfa Se@ngs
[$] General Opticns
10. Primary PMAC | Navigate to Task Monitoring. From the Background Task Monitoring view,
[] GUI: Verify verify the Update PMAC Backup Data task succeeds.
update was
successful
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Procedure 63.

Install PMAC on Redundant DL360 or DL380

Step | Procedure Results
11. Primary PMAC | Navigate to Administration > PMAC Backup > Perform Backup.
[ GUL: Perform | gelect Remote Server from the Media options, type any comments, and click
initial backup to | Backup.
the redundant [
PMAC server § J&[":I Horars Main Menu: Administration -> PM&C Backup -> Perform Backup
“ %\stlw:r:ggemem
=] [ Storage
Ii @Admi:\slrahun Mediz: Disk|v|
[ cui sessions
@) PMmac spplication Comment:
[=] ‘Z3 PM&C Backup
D Manage Backup
[[] Perform Backup
[+] (] PM&C Configuraiion H i
[+] [C] Credentials Backup
(#1 General Opiions 7 )
12. Primary PMAC | Navigate to Task Monitoring. From the Background Task Monitoring view,
[] GUI: Verify verify the Backup PMAC task succeeds.
update was This backup copies the existing PMAC backup files and all of the images
successful added to the PMAC image repository from the primary PMAC server to the
redundant PMAC server.
13. Primary $ sudo /usr/sbin/exportfs -u
M PMAC: <redundant pmac control ip>:/usr/TKLC/smac/html/TPD/<PMAC Image
Unexport the Name>
PMAC ISO
image

9.13 Configure Management Server SNMP Trap Target

This procedure configures SNMP settings for the management server.

Prerequisites:
e 9.5 Configure PMAC Application
e Know IP address of the target NMS for SNMP traps

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 64. Configure Management Server SNMP Trap Target

Step | Results
1. Perform 12.3 Add SNMP Trap Destination on TPD-Based Application logging into the
[] management server and providing the IP address of each trap destination.
2. Ensure the PMAC specific MIB files are located in the /fusr/TKLC/smac/etc/mib directory on the
[] management server. The file of interest is pmacAppAlarms.mib.
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9.14 Install and Configure PMAC NetBackup Client

This procedure installs and configures the NetBackup client software on a PMAC application.

Prerequisite:

The PMAC application must be initialized, or subsequent to the initialization configured

with the NetBackup Feature enabled. Additionally the appropriate NetBackup network
configuration for this system must be completed.

9.22 Initialize PMAC Application or 9.5 Configure PMAC Application

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 65. Install and Configure PMAC NetBackup Client

Step | Procedure Results
1. PMAC GUI Verify the PMAC application guest has been configured with NetBackup virtual
[] disk by following 9.22 Initialize PMAC Application.
2. TVOE 1. Log into the management server iLO with Internet Explorer using the
[] Management password provided by the application following Appendix E.1 Access a
Server iLO: Server Console Remotely.
Login http://<management server iLO IP>
2. Click on the Remote Console tab and open the Integrated Remote
Console on the server.
3. Click Yes if the Security Alert displays.
3. TVOE Log into PMAC with admusr credentials.
[ Appl|cgt|or? Note: On a TVOE host, if you open the virsh console, for example, $ sudo
Eg;‘_’ner ILO: /usr/bin/virsh console X of from the virsh utility virsh #
i

console X command and you get garbage characters or the output is
not correct, then there is likely a stuck virsh console command
already being run on the TVOE host. Exit out of the virsh console, run
ps -ef |grep virsh, and then Kill the existing process ki11 -9
<PID>. Then execute the virsh console x command. Your console
session should now run as expected.

Login using virsh and wait until you see the login prompt. If a login prompt
does not appear after the guest is finished booting, press Enter to make one
appear:

$ sudo /usr/bin/virsh

virsh # list

Id Name ____ State

4 pmacUl7-1 running

virsh # console pmacUl7-1

[Output Removed]

pmacUl7-1 login:
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Procedure 65. Install and Configure PMAC NetBackup Client

Step | Procedure Results
4. PMAC Perform 12.5 Install the NetBackup Client Application. The following data is
[] required:

Netbackup support:
e PMAC 5.7.0 supports NetBackup client software versions 7.1 and 7.5.

e PMAC 5.7.1 through PMAC 6.5 supports NetBackup client software
versions 7.1, 7.5, and 7.6.

The PMAC is a 64-bit application.

The PMAC application NetBackup user is NetBackup. See appropriate
documentation for the password.

The paths to the PMAC application software NetBackup notify scripts are:
e /usr/TKLC/smac/sbin/bpstart_notify
e /usr/TKLC/smac/shin/bpend_notify

For the PMAC application the following is the NetBackup server policy files
list:

e /var/TKLC/smac/image/repository/*.iso

e /var/TKLC/smac/backup/backupPmac*.pef

At the NetBackup server, the NetBackup policy(ies) can now be created to
perform the NetBackup backups of the PMAC application.

9.15 Add Rack Mount Server to the PMAC System Inventory

This procedure adds a rack mount server to the PMAC system inventory.

Prerequisite:
Note:

9.5 Configure PMAC Application

You cannot edit the RMS iLO IP address. To change this address, delete and then add the RMS
with the correct address.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 66. Add Rack Mount Server to the PMAC System Inventory

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as pmacadmin user.

ORACLE

Tuo Sep 1 202621 2015 UTC

Oracle System Login

Login
Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm,

Userame
Password
Shangs password
Log In
2. PMAC GUI: If this is a RMS installation only or a cabinet has not been previously
[] Add cabinet configured, perform step 2. of 9.6 Add Cabinet and Enclosure to the PMAC
(optional) System Inventory to add one or more cabinets.

3. PMAC GUI: 1. Navigate to Hardware > System Configuration > Configure RMS.
[l | AddRMS 2. Click Add RMS.

Main Menu: Hardware -> System Configuration -> Configure RMS

Wed £

RMS # RMS Name

10240 4 93 pmacl)iGhios

Add RMS Fnd RMS  Found RMS

3. Type the IP address of the rack mount server management port (iLO) in
the specified field. Type root as the User, type the Password for the iLO
root user. All the other fields are optional.

4. Click Add RMS.
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Procedure 66. Add Rack Mount Server to the PMAC System Inventory

Step

Procedure

Results

Main Menu: Hardware -> System Configuration -> Configure RMS [Add RMS)

Wad

IP (required) 10 240 321
Nama: appsenarl
Cabmet 10 501 ||

Liser

Fassword:
AgdRMS | Cancel

Note: If the initial iLO credentials provided by Oracle have been changed,
enter valid credentials (not to be confused with OS or Application
credentials) for the rack mount server management port.

5. Check for errors.

Success:
Main Menu: Hardware -> System Configuration -> Configure RMS [Add RMS]

Wed Sap 02 17

iy~
inbo
RMS Hame
o = RMS 10.240.32.1 waz added lo the syatem.
appsanenr
10.240.4 93 prmacU1Givoe
Error:

Main Menu: Hardware -> System Configuration -> Configure RMS [Add RMS]
Wed Sep 02 17
Eror ~

Error

& = Both the user and Me paseword must be specified o naithar

Name
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Procedure 66. Add Rack Mount Server to the PMAC System Inventory

Step | Procedure Results
4. PMAC GUI: Navigate to Hardware > System Inventory > Cabinet xxx > RMS yyy where
[] Verify RMS XXX is the cabinet ID selected when adding RMS (or unspecified) and yyy is
discovered the name of the RMS.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> RMS pmacU16tvoe with IP 10.240.4.93

Wad Sap 02 [7:03:4% 2018 UTS

Harcware Soltaare Mebwon Mirra

Retresh

Hardware information
Frlite Type  Rack Moud Sanver
Discovery State  Discowerad
UUID  30343535-3136-5355-4522-313632333248
Kanufachrer HF
Froduct Name  FroLlam DL350p Gand
PatNumber 654091
Sevial Namber  USE2162324
Firmwars Type 1104
Firmawars Vierslon  1.30 Jul 18 2013
Slalus

LED State: OFF
Turn Om LED

Hesel

Click Refresh to refresh the hardware information periodically until the
Discovery state changes from Undiscovered to Discovered. If Status
displays an error, contact My Oracle Support (MOS) for assistance.

9.16 Edit Rack Mount Server in the PMAC System Inventory

This procedure edits a rack mount server in the PMAC system inventory. This procedure modifies the
name, cabinet, or credentials of a provisioned RMS.

Prerequisite:

9.15 Add Rack Mount Server to the PMAC System Inventory

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 67. Edit Rack Mount Server in the PMAC System Inventory

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D Login https://<pmac_management network ip>
Login as pmacadmin user.
ORACLE
Oracle System Login
Tue Sep 1 202621 2005 UTC
Login
Enter your usemame and password 10 log in
Session was logged out at 8:26:21 pm.
Usemame
Password
Changs password
Log im
2. PMAC GUI: 1. Navigate to Hardware > System Configuration > Configure RMS.
[ Edit RMS 2. Select one row in the list of rack mount servers and click Edit RMS.
Main Menu: Hardware -> System Configuration -> Configure RMS
Wed Sep 0!
RMS 1P RMS Name
10.240.32.1 appsenert
10240493 ! pmact16tvoe
Add RMS | EQRMS | Delete RMS  Find RMS  Found RMS
3. Modify the fields that need to be changed.
4. Click Edit RMS.
Main Menu: Hardware -> System Configuration -> Configure RMS [Edit RMS 10.240.4.93]
Wed Sep 02 17:17:51 2013 UTC
MName:  pmacl16tvae
CabinstiD. 505 |wv
Usar. root Reaquired hald when Password s antered.
Passward  essesess Required hield when User is enlersd
EditRMS | Cancel
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Procedure 67. Edit Rack Mount Server in the PMAC System Inventory

Step | Procedure

Results

5. Check for errors.

Success:
Main Menu: Hardware -> System Configuration -> Configure RMS [Edit RMS 1

Wad Sap 02 17

Cinfo
Into
RMS Name
* RMS 10.240.4.93 was updated in the database
appsenert
10240433 pmacl) 16ivoe
Error:

Main Menu: Hardware -> System Configuration -> Configure RMS [Edit RMS

Wed Sep 0OZ

Emar =

Error

& | = Both e userand the password musi be specifed or nalther
1

10.240.4.93 pmacl1Enoe

9.17 Find and Add a Rack Mount Server to the PMAC System Inventory

This procedure locates and adds a RMS to the PMAC system inventory. Use this procedure to find rack
mount servers running a Tekelec OS or within a specified IP address range and then add those to the

PMAC system inventory.

Prerequisite: 9.5 Configure PMAC Application

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 68. Find and Add a Rack Mount Server to the PMAC System Inventory

Step | Procedure

Results

1. PMAC GUI:
[] Login

Open web browser and enter:
https://<pmac_management network ip>

Login as pmacadmin user.

ORACLE

Oracle System Login

Login

Enter your usemame and password 10 log in

Session was logged out at 8:26:21 pm.,

Usermame
Password

Change password

Log In

Navigate to Administration > PMAC Configuration.
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Procedure 68. Find and Add a Rack Mount Server to the PMAC System Inventory

Step | Procedure

Results

2. PMAC GULI:

[] | Find RMS

1.
2.

Navigate to Hardware > System Configuration > Configure RMS.
Click Find RMS.

Main Menu: Hardware -> System Configuration -> Configure RMS

Wed £

RMS #® RMS Name
10240 4 83 pmacliGhos
Add RMS Find RMS  Found RMS
3. Select the type of find to perform.
If the RMS has a Tekelec OS installed, then select the default Find all
unprovisioned RMS. If the RMS does not have a Tekelec OS installed,
then PMAC can search a range of IP addresses for a valid management
port (for example, iLO) connection.
4. Click Submit.
Find unprovisoned RMS _QHe
Find all unprovisioned RMS. @
Find unprovisionad RMS within 1P range: © [ with netwoek mask |
Submat
5. Monitor screen.

The screen refreshes with a new background task entry. Click Tasks
located on the toolbar under the Find unprovisioned RMS heading.

Find unprovisoned RMS

Tue Aug 21

o v| [ Tasks +

Tasks
0 Task Target Status Start Time Progress
2012.08.21
Findunped ) 31 RMS O Search RMS Search compieted b 100%
)30 RMSOS Search RMS Search completed 2012.08-20 100%

18:11:57

When the task is complete, the text changes to green and the Progress
column indicates 100%.
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Procedure 68. Find and Add a Rack Mount Server to the PMAC System Inventory

Step | Procedure Results
3. PMAC GUI: 1. Click Found RMS.
[] Add found
RMS Main Menu: Hardware -> System Configuration -> Configure RMS

Wed £

RMS P RMS Hame
102404 83 pmacliGros
Add RMS RMS | 4 Fnd RMS  Found RMS

2. Select one of the servers and enter values for any optional fields, as

needed
3. Click Add the selected RMS.
Found RMS
« Found RMS
[ Product Type Tima Found Hame Cabanet User Password

19216817630 ProliantDL3S0 G7  2012-08-21 103316

| Add the selected RMS | [ Delete the selected RMS | | Delete 3l RMS |
4. Check for errors.
Found RMS

Info =]

info
= The following rms were successiully added bo the syslem
RMS 162 168 176.30 Cabinet User
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Procedure 68. Find and Add a Rack Mount Server to the PMAC System Inventory

Step | Procedure Results
4. PMAC GUI: Navigate to Hardware > System Inventory > Cabinet xxx > RMS yyy where
[] Verify RMS XXX is the cabinet ID selected when adding RMS (or unspecified) and yyy is
discovered the name of the RMS.

Main Menu: Hardware -> System Inventory -> Cabinet 505 -> RMS pmacU16tvoe with IP 10.240.4.93

Wad Sap 02 [7:03:4% 2018 UTS

Harcware Soltaare Mebwon L a3

Retresh

Hardware information
Frlite Type  Rack Moud Sanver
Discovery State  Discowerad
UUID  30343535-3136-5355-4522-313632333248
Kanufachrer HF
Froduct Name  FroLlam DL350p Gand
PatNumber 654091
Sevial Number  USE2162324
Firmwars Type 1104
Firmawars Vierslon  1.30 Jul 18 2013
Slalus

LED State: OFF
Turn Om LED

Hesel

Click Refresh to refresh the hardware information periodically until the
Discovery state changes from Undiscovered to Discovered. If Status
displays an error, contact My Oracle Support (MOS) for assistance.

9.18 Accept Upgrades Using PMAC

This procedure accepts upgrades using PMAC.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for accept
upgrade have been configured using the 9.6 Add Cabinet and Enclosure to the PMAC System
Inventory.

e Rack mount servers targeted for accept upgrade have been configured using 9.15 Add Rack Mount
Server to the PMAC System Inventory.

e The BIOS settings on the target servers have been verified using 6.2 Confirm/Upgrade Blade Server
BIOS Settings or Section 3.2 of [1] TPD Initial Product Manufacture Software Installation Procedure.

e Target servers have been installed with an application based on a TPD release supported by PMAC

6.5.
Note:

Until the target servers are fully discovered by PMAC, you are unable to install patches on the

servers (this may take up to 15 minutes after the upgrades complete).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 69. Accept Upgrades Using PMAC

Step | Procedure

Results

1. PMAC GUI:
[] Login

Open web browser and enter:
https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Tue Sep 1 2026:21 2015 UTC

Oracle System Login

Login

Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm,

Usemame
Password

Shange password

Log In

Navigate to Software > Software Inventory.

PMAC GUI:
Select servers

O™

To accept upgrades, the servers must be in the pending accept/reject upgrade
state. Servers in this state have Pending Upgrade Acc/Rej or Pending
Upgrade and Patch Acc/Rej displayed in their App Version column. It may
take up to 15 minutes for PMAC to discover and display the Pending Upgrade
Acc/Rej or Pending Upgrade and Patch Acc/Rej state after an upgrade
completes.

1. Select the servers you want to upgrade. If you want to upgrade more than
one server, press Ctrl while selecting multiple rows.
2. Click Accept Upgrade.

Main Menu: Software -> Software Inventory

Tum Jul 12 17 44,54 20LE UTC

I Address Hostrame Platlorm Name  Plaffarm Version Application Hame  Application Version Desigration  Function

168204 1382 hosnamenl3zaniices 0.7.0.0.1-54.20.0

14682941248 | hosinameScScibidalfa |TFD(ES_54) 6700184200 ! Pencing Lpgrads AccRz] |

Enc:E0301 Baraf

EncL0201 Bay 11E

Enc50301 Bay 128

RU3 pmacl)16
Host
Nostname02zbelbedddZT 1682541361 pmac1o4 TPD GBS 64 7200060200 PhAC 6200052180
Guest prm: 4
Haet
nostameGZbaza+442T
TNt e
5 —
Salechon activa - paricdic display updates pausaed
Install 05 Tranciar |50 image  Map Dorice Aliasos Rodiccovar
Upgrade i Relect Uparade
Patch
Copuright & 2010, 2016, Bradda andlor its afiistas. Al Aghts wesared

Note: The servers may reboot if a migration of the file system is required.

3. Click OK to confirm proceeding with the upgrade.
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Procedure 69. Accept Upgrades Using PMAC

Step | Procedure Results
3. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor Upgrade background task. A separate task displays for each server.
upgrade Main Menu: Task Monitoring

Wed Sep 02 20:25:58 2015 UTC

D Task Status State Task
=] Accept Upgrade Task ID Assigned : 1438282870.0 IN_PROGRESS [Tl
_] 8 Install 0S8 Canceled CANCELED M
D7 wewios QSN e PM200000 e w
0 &  upgrade EE::‘?E"”F Success COMPLETE B
& s Backup PM&C PM&.C Backup successful COMPLETE Ning
< >

Delete Completed Delete Failed

When the task is complete, the text changes to green and the Progress
column indicates 100%.

9.19 Reject Upgrades Using PMAC

This procedure rejects upgrades using PMAC.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for reject
upgrade have been configured using the 9.6 Add Cabinet and Enclosure to the PMAC System
Inventory.

e Rack mount servers targeted for reject upgrade have been configured using 9.15 Add Rack Mount
Server to the PMAC System Inventory.

e Target servers have been installed with an application based on a TPD release supported by PMAC

6.5.

Notes:

e Until the target servers are fully discovered by PMAC, you are unable to reject upgrades on the
servers (this may take up to 15 minutes after the upgrades complete).

e The image transfer is only supported for discovered entities (IP address is known)

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 70. Reject Upgrades Using PMAC

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Tue Sep 1 2026:21 2015 UTC
Login
Enter your usermname and password 10 log in

Session was logged out at 8:26:21 pm,

Usemame
Password

Shange password

Log In

Navigate to Software > Software Inventory.

PMAC GUI: To reject upgrades, the servers must be in the pending accept/reject upgrade
Select servers | state. Servers in this state have Pending Upgrade Acc/Rej or Pending
Upgrade and Patch Acc/Rej displayed in their App Version column. It may
take up to 15 minutes for PMAC to discover and display the Pending Upgrade
Acc/Rej or Pending Upgrade and Patch Acc/Rej state after an upgrade
completes.

1. Select the servers with upgrades you want to reject. If you want to reject
an upgrade on more than one server, press Ctrl while selecting multiple
rows.

O™

2. Click Reject Upgrade.

Main Menu: Software - Software Inventory

Tum Jul 12 17 44,54 20LE UTC

Fillers =
\dentity I Address Hostrame Platlorm Name  Plaffarm Version Application Hame  Application Version Desigration  Function
T L L T U e s eo

50701 Bay S vt 1302 I

TR 169254 1342 hostamab1323H111c98 PO 0700154200
TR R e e
‘:G"ﬁmlm Emszsa 1348 .:noslmmeidr_nmanla jTPﬂmsojaJ .:n?n.m-sazn.n : EPendngUpglaueMuHeJ |

Enc:ED301 Bar10F
EncL0z01 Bar1E
Enc50301 Bap 126

RUS: pmacLI1E

Host
hostname0Zbedbe4d427  168.254.1341  praclEd TPD ixB5_64) 7.20.0.0-86.20.0 PRAC 620.:0.0_0218.0
Guest prm: 4

Hogt
hostnamenzZbezha+4427
[

Salection activa - paricdic display updates paused
Install 05 Transfar 180 Dovice Aliasos Rudiscavar
Upgrade Refect Upgrase
Paich
Copyright & 2040, 2018, rade andlor its affiistes. Al Aghts wsarsd

3. Click OK to confirm proceeding with rejecting the upgrade.
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Procedure 70. Reject Upgrades Using PMAC

Step | Procedure Results
3. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor Reject Upgrade background task. A separate task displays for each server.
upgrade Main Menu: Task Monitoring

o Task = Target Status

= . Enci50301 Bay:9e . .

@ 9 Reject Upgrade Guest testd Task ID Assigned : 1438282870.0
04 aF

E s Upgrade E:i:f ‘IJ»-TI Eﬂ"a Success
ik —

3 15 uparace E';'Q”ﬁj”'L succees

2 Enc:50301 Bay:0F

J M —_— — aaq

B 26 Upgrade Guest: test3 Success
09 aF

F 29 Upgrade Enc:50301 Bay:1 Success

Guest: lesi?

Delete Compleled  Delate Failed

Wed Sep 02 20:23:12 2015 UTC

Task

N~

When the task is complete, the text changes to green and the Progress

column indicates 100%.

9.20 Accept Patches Using PMAC

This procedure accepts patches using PMAC.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for the

application patch have been configured using the 9.6 Add Cabinet and Enclosure to the PMAC

System Inventory.

e Rack mount servers targeted for the application patch have been configured using 9.15 Add Rack
Mount Server to the PMAC System Inventory.

e Target servers have been installed with an application based on a TPD release supported by PMAC

6.5.

Note: Until the target servers are fully discovered by PMAC, you are unable to install patches on the
servers (this may take up to 15 minutes after the upgrades complete).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Page | 263

E91175-01




Platform 6.5 Configuration Guide

Procedure 71. Accept Patches Using PMAC

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>
Login as guiadmin user.
Oracle System Login o
Login
Enter your usermame and password 10 log in
Session was logged out at 8:26:21 pm,
Userame
Password
Shangs password
Log In
Navigate to Software > Software Inventory.
2. PMAC GUI: To accept patches, the servers must be in the pending accept/reject state.
[] Select servers | Servers in this state have Pending Upgrade Acc/Rej or Pending Upgrade

and Patch Acc/Rej displayed in their App Version column. It may take up to
15 minutes for PMAC to discover and display the Pending Upgrade Acc/Rej
or Pending Upgrade and Patch Acc/Rej state after an upgrade completes.

1. Select the servers you want to patch. If you want to patch more than one
server, press Ctrl while selecting multiple rows.

2. Click Accept Patches.

Main Menu: Softwarn <> Software Inveniory

# ascren —— Fadormiass  Fatiorn ks hogiicuion s Ropicaien ison Semran e

TSN reramlmusig PO TG o b

..... - s
e oo L
Paxs EOwiER || M fuchn

3. Click OK to confirm proceeding with the patch.
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Procedure 71. Accept Patches Using PMAC

Step | Procedure Results
3. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor accept | Patch background task. A separate task displays for each server.
patch _
2 tooss  accept Pasch I“"_:Sw' success COMPLETE M 000z trtlemi 10

When the task is complete, the text changes to green and the Progress
column indicates 100%.

9.21 Reject Patches Using PMAC

This procedure rejects patches using PMAC.
Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for the
application patch have been configured using the 9.6 Add Cabinet and Enclosure to the PMAC
System Inventory.

e Rack mount servers targeted for the application patch have been configured using 9.15 Add Rack
Mount Server to the PMAC System Inventory.

e Target servers have been installed with an application based on a TPD release supported by PMAC
6.5.

Note: Until the target servers are fully discovered by PMAC, you are unable to install patches on the
servers (this may take up to 15 minutes after the upgrades complete).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 72. Reject Patches Using PMAC

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
[ Login https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Login

Enter your username and password 10 log in

Session was logged out at 8:26:21 pm,

Usermname

Password

Shangs password

Log in

Navigate to Software > Software Inventory.
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Procedure 72. Reject Patches Using PMAC

Step | Procedure Results
2. PMAC GUI: To reject patches, the servers must be in the pending accept/reject state.
[] Select servers | Servers in this state have Pending Upgrade Acc/Rej or Pending Upgrade

and Patch Acc/Rej displayed in their App Version column. It may take up to
15 minutes for PMAC to discover and display the Pending Upgrade Acc/Rej
or Pending Upgrade and Patch Acc/Rej state after an upgrade completes.

1. Select the servers with patches you want to reject. If you want to reject a
patch on more than one server, press Ctrl while selecting multiple rows.

2. Click Reject Patches.

Main Mony; Softwars <> Software Inveniory

Vrsiid Ui 5
R

3. (Optional) There are three optional arguments that can be specified as
part of a patch rejection.

The first option is Reboot. If this is enabled, the patched server reboots
once the patch rejection has completed. The second option is No
runlevel change required. If this is enabled, the patched server does not
transition from runlevel 4 to 3 before rejecting the patch. This means
applications running on the server are not halted during the patch
rejection. The third option is Modify runlevel timeout. If this is enabled,
a custom runlevel timeout can be specified in the box below this option.
This timeout (in minutes) determines how long the patch rejection process
waits for a runlevel transition from 4 to 3 before the rejection is aborted.

Any of these options can be specified as the sole option. Additionally,
Reboot and Modify runlevel timeout may be specified together. No
runlevel change required cannot be specified with either of the other
options.

Reject Patches - Options

Reboot
No runlevel change required:
Modify runlevel timeout:
Runlevel imeout in minutes 0

OK Cancel

4. Click OK to confirm proceeding with the rejecting the patch.
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Procedure 72. Reject Patches Using PMAC

Step | Procedure Results
3. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor reject Reject Patch background task. A separate task displays for each server.
patch ) ; . ; T

" . 20980715
W Relect Patcn Enc:50301 Bay:5F SuCcess COMPLETE i 100%
L - < d WBZAD

When the task is complete, the text changes to green and the Progress
column indicates 100%.

9.22 Initialize PMAC Application

This procedure initializes the PMAC application and network resources.

Initialization of the PMAC application can be performed using the PMAC CLI if an initialization profile
exists with the desired features. In the case where a PMAC feature needs to be enabled or modified, the
PMAC GUI is used to initialize the application.

Prerequisites:
e PMAC has been deployed and is not initialized or fully configured.

e Aggregation switches have been properly configured.
Notes:

e The installer must know the network and application requirements. The final step configures and
restarts the network and the PMAC application; network access is briefly interrupted.

o If the NetBackup feature is to be configured on this PMAC, perform 9.22.2 Initialize PMAC Application
Using the GUI.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
If the PMAC application is to be initialized using the PMAC CLI, perform 9.22.1 Initialize PMAC
Application Using CLI; otherwise, perform 9.22.2 Initialize PMAC Application Using the GUI.
9.22.1 Initialize PMAC Application Using CLI

This procedure initializes the PMAC application and network resources using CLI.

Prerequisites:
¢ PMAC has been deployed and is not initialized or fully configured.

e Aggregation switches have been properly configured.

Notes: The installer must know the network and application requirements. The final step configures and
restarts the network and the PMAC application; network access is briefly interrupted.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 73. Initialize PMAC Application Using CLI

Step | Procedure Results

1. TVOE 1. Log into the management server iLO with Internet Explorer as TVOE
] Management admusr user.

feryerlLO: http://<management server iLO IP>

ogin .
g 2. Click on the Remote Console tab and open the Integrated Remote
Console on the server.
3. Click Yes if the Security Alert displays.

2. TVOE Log into PMAC with admusr credentials.
[ Appllcgnor? Note: On a TVOE host, if you open the virsh console, for example, $ sudo

Ser\_/er ILO: /usr/bin/virsh console x or from the virsh utility virsh #

Login console x command and you get garbage characters or the output

is not correct, then there is likely a stuck virsh console command
already being run on the TVOE host. Exit out of the virsh console,
run ps -ef |grep virsh, and then kill the existing process ki1l -9
<pID>. Then execute the virsh console x command. Your

console session should now run as expected.

Login using virsh and wait until you see the PMAC login prompt.

virsh # list --all

13 myTPD running

20 pmacdev’7 running

virsh # console pmacdev?
Connected to domain pmacdev?7
Escape character is "]
CentOS release 6.2 (Final)

Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64 on an

x86_64

pmacdev7 login:
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Procedure 73. Initialize PMAC Application Using CLI

Step | Procedure Results
3. PMAC: Initialize | Initialize the PMAC application with the PMAC profile.
] $ sudo /usr/TKLC/smac/bin/pmacadm applyProfile --fileName=TVOE
Profile successfully applied.
$ sudo /usr/TKLC/smac/bin/pmacadm finishProfileConfig
Initialization has been started as a background task
Wait for the background task to complete successfully. The command
displays IN_PROGRESS for a short time.
Run the following command until a COMPLETE or FAILED response is seen
similar to the following:
$ sudo /usr/TKLC/smac/bin/pmaccli getBgTasks
1: Initialize PM&C COMPLETE - PM&C initialized
Step 2: of 2 Started: 2012-07-13 08:23:55 running: 29
sinceUpdate: 47
taskRecordNum: 2 Server Identity:
Physical Blade Location:
Blade Enclosure:
Blade Enclosure Bay:
Guest VM Location:
Host IP:
Guest Name:
TPD IP:
Rack Mount Server:
IP:
Name :
4. PMAC: Perform | $ sudo /usr/TKLC/plat/bin/alarmMgr --alarmStatus
[] | asystem health | This command should return no output on a healthy system.
check $ sudo /usr/TKLC/smac/bin/sentry status
All processes should be running, displaying output similar to the following:
PMsC Sentry Status
sentryd started: Mon Jul 23 17:50:49 2012
Current activity mode: ACTIVE
Process ________ PID _Status_ _ StartTs ________________1 NumR
smacTalk 9039 running Tue Jul 24 12:50:29 2012 2
smacMon 9094 running Tue Jul 24 12:50:29 2012 2
hpiPortAudit 9137 running Tue Jul 24 12:50:29 2012 2
snmpEventHandler 9176 running Tue Jul 24 12:50:29 2012 2
Fri Aug 3 13:16:35 2012
Command Complete.
5. Virsh Console: | Exit the virsh console session using Appendix E.2 Exit a Guest Console
[] Log out Session on an iLO.
6. Management $ logout
[] Server iLO:
Exit the TVOE
console
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9.22.2 Initialize PMAC Application Using the GUI

This procedure initializes the PMAC application and network resources using the GUI.

Prerequisites:

e PMAC has been deployed and is not initialized or fully configured.

e Aggregation switches have been properly configured.

Notes: The installer must know the network and application requirements. The final step configures and
restarts the network and the PMAC application; network access is briefly interrupted.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 74. Initialize PMAC Application Using the GUI

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

Oracle System Login

Login

Usermame

Password

ORACLE

Tuo Sep 1 202621 2015 UTC

Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm,

Shange password

Log In

Navigate to Administration > PMAC Configuration.

2. PMAC GUI: Select the appropriate PMAC initialization profile.
[I SeleCt . ORACLE platform Management & Configuration E2000-5285 []PauseUpdales | Help | Legged in Account Guisdmen| | | LogDu
initialization
profile S Main Menu: PM&C Initialization
Thu Sap 02 12156116 1015 UTC

4] 3 Srstarn inantore
2l 1 Bystam Comiguration
=| i Setware

[ Softwars Invertory Profiles
[ Manage Scdware Images File Hamg
[T VN Management f
= 7 Storage

3 [ Aomnstaton
x| () Stahus and Manage
(1] Task Wonkoring
2 Help
0] Legal Notices:
[® Logout
< »
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Procedure 74. Initialize PMAC Application Using the GUI

Step

Procedure

Results

3.
[

PMAC GUI:
Select features
and roles

Select and enable, appropriate PMAC features and, if required, add new

Roles.
Click Next.

ORACLE platform Management & Configuration

620006285

[ Pause Upgates | Help | Loggad inaccount guisdimin[] | Logout

= S Mair Weru

5 g Hardware Main Menu: PM&C Initialization

Thu San 03 115582 2018 UTS

[# 73 Spstern imentory
[l 1 Brstarn Cordguration
= i Setware
[ sonware imventary
] Manage Sotware images
[T WM Manapemen
3 [ Shorage

Features
Faahsra

DEVICE METWORK NETEOGT

3| [ semristation TETEETE
2| [ Stahus and Manage
_] Task Wonkoring PMAC MANAGED
A Help
[T Legal Noticaz FUAC RENOTE BACKLR
Logoud
(Lo PUAC NETRAZKLIP
< >
PUAC PV NOAUTOCONFIG

Description Hole

Meteirk dindid PRE Initialization

PMES 25 2 ims saver

R ole reanage ment of PMEC
marver

Ramole server for backs

MelBackup client

PRAC [P inlerface dsable
auoconfigursion

A0 Role

L

Cancel | hiex

ke

PMAC GUI:
Provision
network

Provision the PMAC application networks and click Next.

ORACLE rlatform Management & Configuration

6.2.000-62 0.5

[] Pause Updates | Halp | Legged in Account gusdr :‘ I

B &) Main Menu
= (5 Hardware

Main Menu: PM&C Initialization

Thu Sap 02 19:01:30 3

[#] (1 Spstemn rEntory
[=) 120 Bystem Cordguration
= i Sotware
[ someare Imenkony
[] Manage Solware Images
0] WM Management
F [ Storage
3 [ Adminisiation
2| [ Stahus and Manage
7] Task Wonkoring
A Help
0] Legdl Nolicaz:
7@ Logeud

Networks

Habwork Address

Hataork MasFrefix

S

L ORE N -

Canpel  Meq
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Procedure 74. Initialize PMAC Application Using the GUI

Step | Procedure

Results

5. PMAC GUI:
[] Provision
network roles

Provision the PMAC application network roles and click Next.

= 5 Wain Meru
= (g Hardware
[+ 71 Spstam irEntory
[ (22 Brstam Condguraion
=] i Sotware
[ Somware Inventry
[} WManage Sotware images
@] ¥M Banagemeni
& [ Sorage
+| ] &gministaion
3] [ Status and Manage
) Task Wonkoring
d2Help
) Legal Molicez
(= Logad

ORACLE platform Management & Configuration

6200062

85 []PauseUptates | Help | Leggedinaccount guisdiin ]

Main Menu: PM&C Initialization

Thu Sep 03 L91D2:1LS

Network Roles
Matwork Addrass
169.2541320

10.24017.0

Hetwork Mask Profix ok
2552553550 Ganirai_ 777
255.255.255.0 Hanagement _
-8
Cancel | hex

PMAC GUI:
Provision
network
interfaces

°

Provision the PMAC application network interface and click Next.

ORACLE ratform Management & Configuration

= & Mair Weru
= g Hardware
[/ (22 Spstam Imuntory
[x) Z1 Systamn Gord gursban
= iy Sotwane
[ Somware Imventory
] Meanage Soware images
[T W Meanage ment
= [ Storage
x| [ semnistaton
2l 1 Stahes ana Manage
[} Task Workoring
A Hep
) Legdd Noikes
72 Logaud
€ >

620006285

[ Pauss Updatss: | Halp | Loggadin Account ui=dmin[~] | Log Dut

Main Menu: PM&C Initialization

Thu Sap 03 19:02:33 2015 UTC

Network Interfaces
Davica
contral

management

Canpel | Mea

PMAC GUI:
Provision
application
routes

X

Provision the PMAC application routes and click Next.

ORACLE plattorm Management & Configuration

E S Man Weru
= iz Hardwane
[ (73 Systern rvuntory
(2 2 Bystern Cordguration
=] 3 Satbware
[ somware Imvenbary
] Manage Setware Images
[T VW Management
& [ Storage
3 [ ddministation
2l [ Stahus and Manage
1] TaskMentanng
& Help
[0 Lega hpiicss
(& Logoud

6.2.00.0-628.5

| ego

[] Pauce Uptates | Holp | Loggadin Account gusdn

Main Menu: PM&C Initialization

Thu Sa2 02 1910342 2018 U1

Routes

Destinaiion Adorecs

Mt M kP Tain Galnway Aldress
Al | | Dedede
Cancel  hiex
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Procedure 74. Initialize PMAC Application Using the GUI

Step

Procedure

Results

8.
[

PMAC GUI:
Provision
application
DHCP ranges

Provision the PMAC application DHCP ranges and click Next.

ORACLE Piatform Management & Configuration

= S Main Wenu
= =3 Hardware
(3 21 Spslem rrEntory
[x) 20 Srstam Cormguration
= ) Sotware
_1 Softwars Imventary
] Manage Sodware mages
@] WM Managemeni
] Skorags
] somiristaton
1 Stahuz and Manage
) Task Wonkenng
a2 Help
[ Legsl Nolicaz
(= Logaud

Bl B

620006285

[] Pause Updates | Halp | Logged In Account guisdimin |

DHCP IPvd Ranges

Siart DHCE

Main Menu: PM&C Initialization

TR

End DHCT

And

Canpel  hed

Thu Sep 03 19:04:43

B IR

[]%®

PMAC GUI:
Verify

Verify the PMAC application initialization is correct on the Configuration
Summary screen and click Finish.

ORACLE patorm Management & Configuration

E S Main Heny
= 3 Hardware
(31 22 Sretern reEntary
[zl 1 Brstamn Cond guration
=] i Sadware
[ SoMware Imentory
] Manage Sofware mage s
[T VM Management
& ] Storage
4] [ Sdministaton
2l [ Stahss and Manage
[] Task Wontoning
A Help
[T] Legdl Notieaz
(7= Logout
< >

620006205

[] Pausa Updates: | Haelp | Loggadin Account |

| | Logout

Main Menu: PMEC Initialization

 Mebwork Description

Thu Sap O3 19:08:11 2018 UTS

-~
Nevaork Address Hetwork MasicoPrefis
152254.132.0 255 256.255.0
024070 55 255.255.0
~ Natork and Roks Dssoiglion
Hetwork Address hetwork MaskPrefic Role
169.254.1320 2652562650 Corirai
10.240.17.0 255.255.255.0 Wanagement
~ Metwork Interface Descripion
Device IP Address Desirigtion
contral 1ER254.9321 Privatz Controd ratwark
managemant A0240.97.04 Managemaenl access
< >
~ Routs Canfiguration
Device Destmation Address hietwork MoskPrefin Gabewny Address
Thare e no prisvision ed raules Tound
L4 >
P CHCP Configuration
Srart DHCP End DHCP
1602541321 169.254 132 254 [

Cancel | | Finish

PMAC GUI:
Monitor and
verify

Navigate to Main Menu > Task Monitoring to monitor the progress of the
Initialize PMAC background task. A separate task displays for each server.

[ % Reject Panch

Enc:50301 Bay 9F

Success

COMPLETE ]

Deiriad T

20960715

s

When the task is complete, the text changes to green and the Progress
column indicates 100%.
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9.23 Configure PMAC Application Guest NetBackup Virtual Disk

This procedure configures the PMAC application guest NetBackup virtual disk.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 75. Configure PMAC Application Guest NetBackup Virtual Disk

Step | Procedure Results
1. PMAC GUI: Navigate to the Virtual Machine Management screen and select the PMAC
[] Determine if application guest from the VM Entities list.
the PMAC From the VM Info tab, select the Virtual Disks sub-tab. Determine if the Virtual
application Disks list contains the NetBackup device.
guestis . If the NetBackup device exists for the PMAC application guest, then the
configured with . ! X ) . .
NetBackup Virtual Disk has already been configure; otherwise, continue to the
a NetBackup next ste
virtual disk P
2. PMAC GUI: Click Edit and Add, then type the following data for the new NetBackup virtual
[] Edit the guest disk.
to add the * Size (MB): 2048
NetBackup
virtual disk e Host Pool: vgguests
e Host Vol Name: <pmacGuestName>_netbackup.img
e Guest Dev Name: netbackup
Note: The Guest Dev Name must be set to netbackup for the PMAC
application to mount the appropriate host device. The
<pmacGuestName> variable should be set to this PMAC guest's
name to create a unique volume name on the TVOE host of the
PMAC.
3. PMAC GUI: Verify the new NetBackup virtual disk data and click Save.
[] Verify Main Menu: VM Management
Tasks ~ S :
VM Entits : Edit guest pmacU16-2
Refrash 1) VMinto Sofware Network  Medis
7 B nosnamelZoelned442?  cummar Virtisal Desks mual NICs
A pma)16-1
;:::ij:zi Virtual Disks e oo
B pmacU16-4
Primary  Size (MB) Hos( Pool Host Vol Hame  Guest Dev Name »
""" NO! 2048}  iouests. pmaciieZ nemedpimgi  netoackus:
""" VES | 51200 aouests  pmactszmg  PRMARY
NC 20480 vaguests pmacU15-2_Images img mages
NO 10240 vaguests pmacl)15-2_logs img 1003
< >
Save  Canced
4, PMAC GUI: Click OK on the confirmation screen.
[] Confirm the
PMAC
application
guest list
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Procedure 75. Configure PMAC Application Guest NetBackup Virtual Disk

Step | Procedure Results
5. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
] Monitor and Guest Edit background task.
verify When the task is complete, the text changes to green and the Progress
column indicates 100%.
6. TVOE Shut down the PMAC application guest.
[] Management Note: To configure the PMAC application with the new NetBackup virtual
Server iLO: disk the PMAC application guest needs to be shut down and restarted.
Shut down Refer to PM&C Incremental Upgrade, Release 6.5, E91174-01,
Appendix O, Shutdown PM&C 5.5 or Later Guest.
7. TVOE Using virsh utility on TVOE host of the PMAC guest, start the PMAC guest.
[] Management Query the list of guests until the PMAC guest is running.
Server ILO: $ sudo /usr/bin/virsh
StarF th? PMAC virsh # list --all
application B Seat
guest _____§r_“§________§_§
20 pmacUl4-1 shut off

virsh # start pmacUl4-1
Domain pmacUl4-1 started
virsh # list --all

20 pmacUl4-1 running

9.24 PMAC Guest Migrate NetBackup Client to New File System

If the NetBackup client software was installed on a PMAC application guest before the NetBackup virtual
disk required for a PMAC deploys with NetBackup, execute 9.23 Configure PMAC Application Guest
NetBackup Virtual Disk. This creates a new NetBackup virtual disk for the PMAC guest. The PMAC
guest is shut down and restarted. The content of the /usr/openv directory is moved to the new
NetBackup virtual disk, and mounted at /usr/openv.

9.25 Update the TVOE Host SNMP Community String from the GUI

This procedure uses the PMAC GUI to update the read only or read/write SNMP community string on all
TVOE hosting servers and the PMAC guest TPD, which are known to the PMAC control network.

Prerequisite:

You must be logged in as the Admin user to access this page.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Page | 275

E91175-01




Platform 6.5 Configuration Guide

Procedure 76. Update the TVOE Host SNMP Community String from the GUI

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>
Login as guiadmin user.
Oracle System Login : e
Login
Enter your usermame and password 10 log in
Session was logged out at 8:26:21 pm,
Usemame
Password
Shangs password
Log In
2. PMAC GUI: 1. Navigate to Administration > Credentials > SNMP.
[ Configure 2. Select the Read Only or Read/Write option depending on which SNMP

Community String needs to updated.

3. If this the first time the SNMP Community Strings have been updated for
this PMAC, then leave the Use Site Specific checkbox unmarked and
type a new Read Only Community String into the Community String
textbox.

The string may only contain 1 to 31 characters in the set a-z, A-Z,
and 0-9.

If you want to update one or more servers hosting the TVOE application
after the Read Only and/or Read/Write Community String has already
been updated, then select the Use Site Specific checkbox. This disables
the Community String textbox and enables the Update Servers button
because the string to be used is the one stored in the PMAC database.

ORACLE Platform Management & Configuration

Note:

6.5.0.0.0-65.8.0 [F] Pause Updates | Hel

=] Main Menu

[=] ‘3 Hardware
[ [ System Inventory
[+ (1 System Configuration
[F] 3 Software
[ sofware Inventory
D Manage Software Imac|
[7 vM Management
[+ (] Storage
=1 3 Administration
[—-‘| General Options
[=] 4 Access Caontrol
§ Users
@ Groups

D Certificate Manager =
»

[ GUI Sessions
[5] 3 Credentials
) snmp
[ (] Remote Servers

Main Menu: Administration -> Credentials -> SNMP Community String Update

Tasks v

Select Read Only or Read/Write Community String.
© ReadOnly ) Readwrite

Check this box if updating servers using the Site Specific SNMP Community String:
[7] Use Site Specific Read Only Community String

Community String:

Mote: The Community String value can be 11o 31 uppercase, lowercase, or numeric characters.
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Procedure 76. Update the TVOE Host SNMP Community String from the GUI

Step | Procedure

Results

3. | PMAC GUI
[

Click Update Servers.

The following error or warning messages may display depending on the
Community String entered:

e Invalid string length (over 31 characters)

Message from webpage 3

ERROR: Invalid Comm. String: 123456789012345678901234567890123
L Iﬁ Must be 1to 31 chars in length,

¢ Invalid characters (must be a-z, A-Z, 0-9)

P——

Message from webpage (&=

ERROR: Invalid Comm, Stning: ©123
I IA_ Only characters a-z, A-Z, and 0-9 are allowed.

o

e Use of non-recommended Community String (any mixed case combination
of public, private, password, or snmp-trap).

=

=
Message from webpage “

You are about to update the Read Only SNMP Credentials on all
supporting known TVOE servers and the PME&C guest TPD on the
contrel network of this PME&C with the string: public. It is not
recommended that this string be used.

Are you sure you want to continue?

| oK Cancel

These whole words are not recommended as a standard Community
String, but the user is allowed to override the controls and allow the string
to be set.

e Valid Community String general warning.
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Procedure 76. Update the TVOE Host SNMP Community String from the GUI

Step

Procedure

Results

r Message from webpage -

You are about to update the Read Only SNMP Credentials on all known

o supporting TVOE servers and the PM&C guest TPD on the control
network of this PM&C. Changing of SNMP Community Strings is only
supported across product release versions that support this
functionality and attempting to do so with product versions not
supporting it may cause the system to become inoperable.

Are you sure you want to continue?

OK ' Cancel

This general warning is always displayed after the Community String
validation is performed to make sure the user is aware that changing these
TVOE host Community Strings can cause their system to become
inoperable if other components are not changed to reflect what is entered
here.

Click OK.
Note: When this operation is initiated, all supporting TVOE hosting servers
and the PMAC guest TPD on the PMAC control network update. All

those servers that match the existing Site Specific Community String
are not updated again until the string name is changed.

Ea

PMAC GUI:
Monitor the
status

Click Info to access the status and watch for a successful or failed update.

Info

« SNMP Read Only Community String: TPDverejny. The update will proceed as a single BG task: 55 which
updales each TVOE senver and the PM&C guest TPD that supports the SNMP Credentials change.

(1)

Click Tasks located on the toolbar to monitor the progress.

ORACLE maom Managesent & Configuration 620006295 [] Paiics Lpdates | Heip | Lapgadinbecount guisimin[»

T @ NainNery
3] [0 Harwara

Main Menu: Administration -= Credentials -= SNMP Community String Update
2l 1 Satwars

) v znsgament [Om=] ek =
2l [ Shivage [ Tasks
- Jj}:’g:m A o |Tuk Targedt s St R
A OIS

. SAMP Communiy Updaiing ACH SMIP Community
PHBC Applicitan = Sarng Updete Sring on all sarvers
5] (2 P Basup Chesis

[ ] PMAC: Confguratian ] Usa &
= =g Creduriiais
[ sHwe
(| Coneral Opions Camemunity
[ [ Aceess Control Hoke: The &
3| [ Remo Servers
a1 7 S A MATENS

Or navigate to Main Menu > Task Monitoring screen.

When the task is complete, the text changes to green and the Progress
column indicates 100%.

Th Sep 03 LaMELE

IN_PROGRESS L

< P

9

Validate the
task

If the update needs to be validated, the user can type the pmaccli
getCommStrStatus command at a SSH terminal connection to the PMAC to
display the status of the Community Strings on all servers on the PMAC
control network.

Execution loops over all known servers on the PMAC control network and
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Procedure 76. Update the TVOE Host SNMP Community String from the GUI

Step | Procedure

Results

attempts to retrieve the Read Only and Read/Write Community String. It
displays the IPv4 and IPv6 for each server, the TPD release, the Application
name and version, whether the servers supports the update functionality, and
the status of the Community Strings for that server. All servers whose TPD
instance is greater than 6.5.0_82.4.0 are queried. It uses the values set in the
PMAC database to determine the status of each Community String. The
status can be any of the following:

e Query Failed - Unable to retrieve the Read Only and Read/Write
Community Strings from a given server.

e Site Specific - Matches the current (the non-default) Read Only or
Read/Write Community String stored in the PMAC database.

e Default - Matches the default (non-editable) Read Only or Read/Write
Community String stored in the PMAC database.

e Unknown - Was able to retrieve the Read Only or Read/Write Community
String but it does not match what is maintained in the PMAC database.
Usually indicates the Community String was updated manually from an
interface other than the PMAC.

e Not Applicable - This indicates the server does not support the Update
functionality and therefore the status cannot be determined. It is assumed
this server matches the default values since they cannot be updated.
Usually the server release is an older TPD and Application or a TVOE of <
2.5.0-82.4.0.

The output of the command includes Server Update Supported with a value
indicating if the Update is actually supported or not. The possible values for
support are:

e Supported - This indicates the TPD release is >= 6.5.0_82.4.0 and the
Application name is TVOE or PMAC.

e Supported for Query Only - This indicates the TPD release is >=
6.5.0_82.4.0 and the Application name is unknown or something other
than TVOE or PMAC. The Community Strings will not be updated via the
PMAC, but they can be queried from this command or the
getHostCommStr command.

¢ Not Supported - This indicates the TPD release is < 6.5.0_82.4.0 and
cannot be queried. In this case the Community String is set to the default
values and the status is indicated as Not Applicable.

Example output:
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Procedure 76. Update the TVOE Host SNMP Community String from the GUI

Step

Procedure

Results

praccll getCommSTrSTaciys

SNHF Credentisls Scatis Info:

Serwer IF Addrezs (IFwq = IFPVG| [ 169.254.131.6 = Def0::DE99: baffifeadinE&60
Zezwezr Pelease Info (Host - Appl: TPD: &.0.0-20.28.1 - Unknown: Usknowm
Server Update Jupporved i Not Supported

SHMP Read Only Commmirvy Seeing  TPDwereiny - Featus: Nom Applicable

SHNF Bead Write Commmity Jtcing: TFDaoukrowmy - Jtarus; Nob Applicable

Server IP Addresa (IPwd - IPwH] @ 169.254.131.7 - fedBl::lecl:deff:feT5:dE00
Serwer Release Infa (Hose - App): TPD: 6.5.0-82.4.0 - TWOE: 2.5.0_82.4.0
Gerver Updete Supported t Supported

SNMFP Read Only Communicy SCEing @ newteatrol - Jratus: Jice Specilic

SHMP Read Write Commmity Steing: newtescrwl - Status: Sice Specifie

Server IP Addresz (IPwd - IPvE| @ 169.254.131.12 - £e30::5054: £f: feee: 850
Server Belease Info (Mosc - App): TRD: 6.0.0-00.20.0 - Unknown: Unknown
Sereer Updarte Supporced Hor Supperred

SHMP Beed (nly Commmity Stcing 1 TPDweréimy - Status: Not Appliceble
SNAP Read Write Commmity Sceing: TPDEoukrowy - Stamis: Not Applicable

Serwer IF Addrezs (IFwq = IFPvG| [ L169.Z54.131.14 = CeS0::5054:ff:felTiemsl
Sezvezr Pelease Info (Host - Appl: TPD: 5.0.0-72.44.0 - Unknowm: Usknowm
Jerver Update Supported i Not Supported

SHMP Read Only Comsamiey Seeing @ TPOveredny - Status: Was Applicable

JNNF Read Write Commupmity Jtcing: TFDaoukromy - Jtatus: Hot Applicable

Server IP Addresaa (IPwd - IPwH] @ 169.254.131.8 - feBO::lecl:deff:feT5:fcal
Serwer Eelease Info (Most - Appj: TFD: 6.5.0=-82.4.0 = TWOE: Z.5.0_82.4.0
Server Update Supported ! Supported

SWHF Read dnly Communicy JCEing | newtedtriol - Jratas: Jice Jpecilic

SHMP Read Write Commmity Sceing: newtestrwl - Status: Sice Specifie

Server IF Addresz (IPvd - IPve| @ 169.254.131.5 - febB0::ZeVo: Batf:fell: 3574
Server RBelease Info (Hosc - Apph: TFD: 6.5.0-82.4.0 - TWDE: 2.5.0_82.4.0
Server Update Supported P Supported

SHMP Read Only Commmity Stcing 1 newtestrol - Status: Site Specific

SNAFP Read Writve ComMmmity STrInNg: NEWCEILIWL - JTATUMS: S1Ce 3peclific

Server IF Address (IPv4 - IPVG| @ 169.254.131.2 - CeB0::3edd ZhEC:fel6: 3038
Serwer Release Info (Hose - App)i TMDG 6.5.0-82.4.0 - TWDE: 2.5.0_82.4.0
Server Update Supported ! Supported

SWMP Pead dnly Commmity Scing @ testro - Stetus: Unknown

SNHF Fead Write Commmity STLing: newtestIwl - Scatus: 5ice Specific
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9.26 Configure PMAC Application Guest Isoimages Virtual Disk

This procedure expands the PMAC temporary area for importing software images using sftp in cases
where PMAC already exists and larger ISO images need to be imported. The preferred method is to
designate the extra space during PMAC deployment, refer to 9.3 Deploy PMAC Guest.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 77. Configure PMAC Application Guest Isoimages Virtual Disk

Step | Procedure Results
1. PMAC GUI: Navigate to the Virtual Machine Management screen and select the PMAC
[] Determine if application guest from the VM Entities list.
the PMAC From the VM Info tab, select the Virtual Disks sub-tab. Determine if the Virtual
application Disks list contains the isoimages device.
gues_t IS . If the isoimages device exists for the PMAC application guest, then the
configured with | . . ; . : ) . .
a isoimages isoimages Virtual Disk has already been configure; otherwise, continue to the
virtual disk next step
2. PMAC GUI: Click Edit and Add, then type the following data for the new NetBackup virtual
[] Edit the guest disk.
to add the e Size (MB): 2048
isoimages
virtual disk e Host Pool: vgguests
e Host Vol Name: <pmacGuestName>_isoimages.img
e Guest Dev Name: isoimages
Note: The Guest Dev Name must be set to isoimages for the PMAC
application to mount the appropriate host device. The
<pmacGuestName> variable should be set to this PMAC guest's
name to create a unigue volume name on the TVOE host of the
PMAC.
3. PMAC GUI: Verify the new isoimages virtual disk data and click Save.
D Verify Main Menu: VM Management
Thu Sep 17 19:16:50 2015 U°
Tasks -
VM Entities Edit guest pmacU16-4
Hefresh T2 VMinfo | Sofware  Metwork  Media
-] hosiname02bedbed4437 Summary  Virteal Disks  Virual NICs
2 pmacli16-1
i:::ﬂ:i Virtual Disks Add  Delete
B pmacU16-4
5] 8 hostname5198esShacsd Frimary ~ Size (MB) Host Fool Host Vol Hame Guest Dev Name
Le] gnosmame?nuz?sgazem TES 1200 wiguesls prmacg-4.img FRIMARY
MO 10240 voguesls pmacl1G-4_legs.img logs
MO 20480 wgguesis -‘—_Irr[“;]?E:SE:III'IE:- images
woi 2w N
Cancel
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Procedure 77. Configure PMAC Application Guest Iscimages Virtual Disk

Step | Procedure Results
4, PMAC GUI: Click OK on the confirmation screen.
[] Confirm the
PMAC
application
guest list
5. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
] Monitor and Guest Edit background task.
verify When the task is complete, the text changes to green and the Progress
column indicates 100%.
6. TVOE Shut down the PMAC application guest.
[] | Management | Note: To configure the PMAC application with the new isoimages virtual disk
Server iLO: the PMAC application guest needs to be shut down and restarted.
Shut down Refer to PM&C Incremental Upgrade, Release 6.5, E91174-01,
Appendix O, Shutdown PM&C 5.5 or Later Guest.
7. TVOE Using virsh utility on TVOE host of the PMAC guest, start the PMAC guest.
[] Management Query the list of guests until the PMAC guest is running.
Server iLO: $ sudo /usr/bin/virsh
Star@ the_ PMAC virsh # list --all
appllcatlon Id Name State
guest | -t Soso-----SSS=S
20 pmacUl4-1 shut off

virsh # start pmacUl4-1
Domain pmacUl4-1 started
virsh # list --all

20 pmacUl4-1 running

9.27 Certificate Management

9.27.1 Generate a New Certificate Signing Request

This procedure generates a new self-signed HTTPS certificate and a Certificate Signing Request to be
submitted to the customer’s Certificate Authority. The CA provides a signed certificate that can be used
to replace the self-signed certificate using the procedure Update an HTTPS Certificate.

Use this procedure if the customer does not already have an HTTPS certificate to install. Such a
certificate may have been generated by a previous use of this procedure or by using the customer's own
procedure. If the customer already has a certificate to install, use Import an HTTPS Certificate or Update
an HTTPS Certificate instead.

Prerequisite:

9.30 Configure PMAC Domain Name System

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 78. Generate a New Certificate Signing Request

Step

Results

1.
[

Open web browser and enter:
https://<pmac management network ip>

Login as guiadmin user.

ORACLE

Tue Sep 1 202621 2015 UTC

Oracle System Login

Login
Enter your usemame and password 10 log in

Session was logged out at 8:26:21 pm.

Username
Password

Changs password

Log im

O™

1. Navigate to Administration > Access Control > Certificate Management.

2. Click Create CSR.

Main Menu: Administration -> Access Control -> Certificate Management

Fri Sep 04 16:50:10 2013 UTC

Info =
Certificale Name “mrﬁ Cerfificate Subject Certificate Issuer Valid Dates
From: Seplember 4,
P p—— HTTP3 Common Name: * labs oracle.com Self Sigred 2015, 448 pm
[apz.oracls.com Wildcard Organization: Oracls SelF St To: Detober 4, 2015, £:49
om
Ectablish S50 Zone  Creale CSR Import | Dcolele  Report
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Procedure 78. Generate a New Certificate Signing Request

Step | Results

3. Edit fields to describe the system for which the new certificate will be generated. All fields are
[] required.

Main Menu: Administration -» Access Control -» Certificate Management [Create CSR]
Fri S=p 04 16:54:45 2015 U1

Distinguished Name f

Field Walue Description

The 24eter courtry code of which the entity being dascrbed Ives In. [Allowsat

Country* us
cuniry characters are A-Z) [Avalue Is required.]

The state or province (full nama) which the entify baing descrivad lives in.
State or Province * Horth Carolina [Range = A 1-100 character Iong string. Allowed characlers ara &2, a-z,
spaces, and hrphens] [A value is required]

The [ocalty name (ed. city) of the eniiy Deing descriged [Range = A 1-100
Locality Morrisuilla charactar long siring Allowed characters are A-7, a-I, spaces, and hyphens.
[A valus is requirsd ]

The CoOmmon name of the ertity being descrbed. Replacing 2 certmcale

marked visible or aclive will resultin the browser connaction errors -which
Commaen Name * * labs.oraclz.com (active) % maythen require a reload or restart of the browser o restors connectivity. Th

listindudes only those entities that do not already have an associated

Arrfisetn TA waliis im ra a1

The Common Name determines whether the new certificate applies only to this PMAC host (for
example, pmacl.office.company.com) or to any host in the same domain (for example,
*.office.company.com). Use the host-specific option unless there are other hosts in the same
domain sharing a single certificate.

The Common Name only offer names for which no certificate is already present on this PMAC.
To replace an existing certificate, first delete it as instructed in 9.27.4 Delete an HTTPS
Certificate.

Click Generate CSR.

This creates and installs a new (self-signed) HTTPS certificate in PMAC and writes the related
Certificate Signing Request to a file. This file is available immediately using the Status and
Manage > Files screen (refer to 9.27.2 Update an HTTPS Certificate).

Because a new self-signed certificate is in use now, the user needs to re-establish the GUI
session and accept the certificate.

ks

9.27.2 Update an HTTPS Certificate

This procedure replaces a self-signed certificate generated by PMAC with a CA-signed certificate
provided by the customer's Certificate Authority.

Prerequisites:

e 9.27.1 Generate a New Certificate Signing Request has been performed to generate a new self-
signed certificate and CSR

e The CSR has been submitted to a Certificate Authority
e The CA has provided a signed certificate

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 79. Update an HTTPS Certificate

Step

Results

1.
[

Open web browser and enter:
https://<pmac management network ip>

ORACLE

Tuo Sep 1 202621 2015 UTC

Login as guiadmin user.

Oracle System Login

Login
Enter your usemame and password 10 log in

Session was logged out at 8:26:21 pm.

Username
Password

Change password

Log in

O™

1. Navigate to Administration > Access Control > Certificate Management.
2. Select the certificate to update.
3. Click Update.

Main Menu: Administration -> Access Control -> Certificate Management

Fri Sep 04 15:57:52 2015 UTC

Infc =
Certimcate Hame _cr:pr:mcate Certificate Supject Certificate Issuer Valid Dates
: : : : | From: Seplambor 4,
E‘I bs oracle com EHTTPE iCommnn“ﬁme:*.Iak:s.nmcle.-:nm ES F-Signed 52015.4—:5?Dm i
e shssnce o, iwildcard | Organization: Orace jrstimans | Tae Oclober 4, 2015, 457 |

1 pm

Establish 580 Fone  Create CSR Update  Delete  Report
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Procedure 79. Update an HTTPS Certificate

Step | Results

3. 1. Select the text and delete it.

[

=BEGTH CERTIFICA -
HIIDZDCCAsCoRwIBAQIE TANBgkghkiGdwilBAQUFADCBnzELMAKGAIUEBhHD
TVMx F=AVEgHVEAMDK! nRoIENhemBsaWs
ITEPMAOGAIUECgwET3 ThY 2x IMREwDw ¥ DWQQLOARB-HENES JrorFaMBg GAL

Lo The FWORKNTAS R T SHDEaFWORNTEWMDQRN | USHDE aM T GIMga Wl
Ew STz EXMEUER LU C- 0T n vd Sy G2 Fyb 2 wpkul « TS BgMVER=MCOL v
B MYEW DY IVQOEDAZ PonE | pETETAPE g VELSMCE FucFdvonT ZMRC
DBEqLaXnYNMub 3TN Y2 %1 LivbTENMEBEGCSgESID I D0E JARY Sc3VWCE!
e ZTMIIE LI ANE gL EIGEWIBAQEFAROCAQE,
TEEDTODoohRwPESrMEmul ECPIpolsmitkRy +hip2
X 508 Certmicate * KIv213URgUerCLEJRpEHNNS/ SoqETXnIUnNCErqHeE01Z+aF ZKMOGF YR3okdUakl
DEY+OViGaTZIKE AFAuD XY 553y FTG0oCcHEVEGINQEqIT1VIWnATCCIBEE
LEVaxtlGde B0y " aul CdmifpRia, /h3alk6arSTdzm REVESHLEN
=T SEBLaGA3WERMLITEDG T zug + InfclJR Aerl4H+sanPLlrEMgBniHyY
d/oa 5431 ZQTOAQABox owEDAJBgHVHRMEA I AAMAS UdDwREAwIF4DANEgkghkil
Wi BAGUFAACCAQER] BEnAHELaw rGtnARGHM R 2YCOEnVIEwE/ sutEfEvCuncEse kot

LA My ligSSal
T L R
+/ BmAAT=Tznd &l

gvLEREE TSR, &/ 0TEI L YWD
3437+ STRWOH L hkmgh Frm ] croFEX kicf 2 4y 0+ RMIPFaOme 1R 9
EQMErCARE2F=Si zxAREhe o4 ayAY AUV EsH v 2BAT WD
cnfagTET1IETwgRidw—m

Ok Cancel

Main Menu; Administration -> Access Control -> Certificate Management [Update Certificate]

Fri Sap 04 1T:01:28 2015 UTC

FEM
encaded
X509
ceriificatz
[Max Lanoth
=2048
characters.
[Avalug is
required)

Main Menu: Administration -» Access Control -» Certificate Management [Update Certificate]

H508 Certificate * ||

15ep 04 L7 10L1Z8 2015 UTC

FEM
encoded
X500
certfficate
Mz Lengih

0% Cancel

Authority.

= 2048
characters ]
alugis
required)

Include the BEGIN and END lines and everything between:

2. Using an ASCII text editor on the PC, open the signed certificate provided by the Certificate

3. Copy the certificate from the editor to the X.509 Certificate field on the PMAC screen.
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Procedure 79. Update an HTTPS Certificate

Step | Results

Main Menu: Administration -» Access Control -» Certificate Management [Update Certificate]

Fri Sep 04 17:04:33 2043 UTC

ouF I BRGTFALCER 2
V2UHDATHD.
{EXD3JTeRTalEgCAlUERNWR
[EWERN1eHEv R

OAR
: 20HITATEIkGnk1 GIw0
ImMvbTA R PwlxbiTASMORN I TIHDFa Fwi sHTEwMDLxN JUSNDFaMIG
EwIVUzEXMBUGE ] TECEwWD G Fyb2 xphmE x FDASBITVEAC]
BEx LAWY DVEGRDAZ Poms S bEUxETAPBGNVEA=HCE Fw=Fdvem: 2MRo
aMub3ThY2x] L vETERMBEGCSgE 3 TR DQETARY Sc3Vwead
13 22w iBAGEFAROCAQE AN T IRCGROAGE:
IpoCSmITRR)+h )

WD PEM
EBvemE ] ENCOTEd
THZ Vo8 509
cerificate
[Max Length
= 2043
characters |
[Avalug is
required]

X
X500 Cerilicate *

Hb¥kkfZ 4y0+AMUPFnOme 6IESt
he Jqe zyAYBALVZeHIvEIGROWG
TTEXCYVEHLYSSI0deD

----- END CERTIFICATE-

4, Click OK.

The PMAC web server restarts immediately to put the updated certificate into effect. If the
signing CA is not known to the browser or the PMAC was not accessed by DNS name, the user
has to re-establish the GUI session and accept the new certificate.

Users are now able to access the PMAC GUI without having to acknowledge and accept the
server's certificate if the following conditions are met:

e The PMAC is accessed by DNS name, not by IP address. This requires either a customer-
provided DNS server or configuration of the PMAC host name in the client PC's hosts file.

e The browser recognizes the CA's signature on the certificate. This requires the certificate be
signed by a Certificate Authority known to the browser. Browsers are shipped with well-
known CAs already installed, but certificates for additional CAs, such as customer-operated
CAs, can be installed manually.

9.27.3 Import an HTTPS Certificate

This procedure install a certificate and private key provided by the customer. If the key is encrypted, the
customer's passphrase for the key must also be provided.

Note: The customer's passphrase is used only once to decrypt the customer's private key. The key is
then re-encrypted by PMAC using its own passphrase. The customer's passphrase is not
retained by PMAC.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 80. Import an HTTPS Certificate

Step

Results

1.
[

Open web browser and enter:
https://<pmac management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

1

Tue Sep 1 202621 2015 UTC

Login
Enter your usemame and password 10 log in

Session was logged out at 8:26:21 pm,

Username

Password

] Changs password

Log im

O™

1. Navigate to Administration > Access Control > Certificate Management.

2. Click Import.

.2.0.0.0-82.150 [] Pause Updates | Help | Loggedin Account guiadmin ~ | Log Out

Main Menu: Administration -> Access Control -> Certificate Management

Jan 07 17:12:16 2018 EST

ORACLE’ oracle communications Diameter Signaling Router 8
[= & Main Menu
[= <3 Administration
(5] General Opfions Filter =] Tasks -
[=] 3 Access Control
{§ Users ; Certificate
Certificate N.
E GTOUDS ertificate Name Type
[7 sessions N
D SFTP Users Establish SSO Zone  Create CSR  Import

] Software Management
] Remote Servers

Certificate Subject

Delete Report Export

(2 Configuration

ications Diameter Signaling Router 8.2.0.0.0-82.15.0

Certificate Issuer Valid Dates

To bulk import certificates, upload a valid XML certificates file:
Browse. Upload File

opyright & 2010, 2018, Oracle and/or its affiliates. Al rights raserved.

[] Pause Updates | Help | Logged in Account guiadmin ~ | Log Out

Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]

Sun Jan 07 17:14:10 2018 EST

X.509 Certificate *

Private Key

Passphrase

Ok | Cancel

PEM encoded X 509 certificate [Max Length = 8096
characters.] [A valug is required.]

PEM encoded Private Key [Max Length = 8086
charactars.]

The passphrase used to protect the Private Key
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Procedure 80. Import an HTTPS Certificate

Step

Results

3.
[

1. Using an ASCII text editor on the PC, open the signed certificate provided by the Certificate
Authority.

2. Copy the certificate from the editor to the X.509 Certificate field on the PMAC screen.

Include the BEGIN and END lines and everything between:

Main Menu: Administration -> Access Control -» Certificate Management [Import Certificate]

X500 Cerificate

Private Key

Passphrase

Dk Cancel

Fri Sap 04 LT:0811E 2013 UTC

MIIDZOCCASCghwI BAg IEVenth TANBgcghki GowlBAYTFADC En xELMAKEAL TERRHC
VVHx FzAVBgHVBAGHMDE SvonBo I EHhem3sal s hHE(wE g YIVOREDACHb2 Ty a¥H 2 ex s
2TEFHAONCAL TECquST2 Thy 2 1Ml DAPBgHV 2JrezPalBglAl TEAwuR
HiSsYWIzLma v WisZS53b2 0xI TAFEgoghki GOwlBCQERERHL cHBvonBAR2 ThY2xl
LmNvETAs S0 XM TACHO QNN TN 0F 8 PO TEWHD K T3 N0 F aM T GEHOmw Ty VLG
ExIVUzEXMBEIGAL TECAWOT mS ydGggg2 F yb2 xpbmEX S IASAGHVEACMIO v cndpe3Ip
BEXHGEWDEY IVRQHDAL FomF hGURE TAFEQNVEASMCE fwnF dvems sHR oW GAY IVRED
DEEgLmxhYnHubIThY2xl LmHvbTERMEEGC SqGSIh3DQEJARY So3Vwe G ydEBvemey)
BEUUYZITHI IEI ] ANBg ah k1 G9W0BAQE FARCCAQBAHT IECORCAQEANS TS AlHZ 3V
wEED=ODoohRwEErMEm 1 ESETpaltni ckR] +hipI+ Ly GMIREM INQrbE v x LdeTH
kTws1sORgUerCl54 R._:\GHNT.B,." SkbgBEXXhIUncSrgqEeE01Z+eFIHMSGFYN3oidleaicl
OEY+OVL a7 2] kEESTy sn P a4 Ty S S IMYFT S0 oMEV FCrNGZ T T V¥una TCCISEE
LEVaxq0Gd=E0wMHRSSXVD aul CamUpRhasy. Fﬂl!sp.lrl‘.Bs'_ kGsrSITzmS XEVI SELEV
*TSHEL3G33NEKML1TEDT 1] + InNCUIRBHE ST RS STpA=T1 4K+ 3anFLLY SMGENXHY
4/ C5543 121 DARAB R WG IATBGHVHRHEAI ARHANGA 1 TdDWIEAWL F 4 IANBGGhkLG
SWOBAQTFARGCAYERL EENEHELIWE TREnANGHAZ Y COZn VDL vE, au+ TEVomuoE T2 kas
EDdguEqGine KB+VEur rmy oG54 gowI THmELRamE EoNzVaHEDELMND KR gTwiH
SLEINDrZWgSSaHdtE) BNgRvEBSdNoE/ s EB6TORY S oY LGRGS Yok / K/ 0 TD3TYWhD
FRONYWRELWYd] Y2345 T+ PETRWCK 1 hkegh FrmlenFeX kKL 24 ¥ 0+ AMIPENTME 6 IE3T
+/BMART rTrnJ6hY 3PF cEEMhrCdRG2 T e51 2 xARbhal Q4 AYBAUVZaMIvEZ GATWY
TIGX0Y¥TEMLTS4xI0de Dlooning TCI1pIvgRl ow==

FEM encoged X500
cetificate [Max Length =
2048 charasters ] [4
walle 12 required |

FEM encodad Frivate
Ky [Max Lengtn = 2048
charactars |

The pass FHISS eused
1o protect the Private
Key
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Procedure 80. Import an HTTPS Certificate

Step | Results
4, 1. Using an ASCII text editor on the PC, open the private key file.
[ 2. Copy the private key from the editor to the Private Key field on the PMAC screen.
Include the BEGIN and END lines and everything between:
————— BEGIN RSA PRIVATE KEY-----
<encoded key data>
————— END RSA PRIVATE KEY-----
3. If the private key is encrypted, type or paste the passphrase into the Passphrase field.
Main Menu: Administration -» Access Caontrol -> Certificate Management [Import Certificate]
Fri 5ep 0% L7Ti0E: 18 2013 UT
Infa = :
L J
————— BEGIN RSA f
MITERGIEAARCARER
CMrIQRIEpeNErSubb TWCYEcpROEaYHOO!
JOLJLSEZHmMASCREE
CTEYrSaycFTRtR=2kE
CWYzghHRAS61E B, ¥ 4y
BCRVIrSH1NAe: VHgrfeH COxgemAf I DAGARBACTRAFE ~(5pRuZhgs
DEEVITWASKL+e0d+TBRI L TdQucTR ITC+RPIRe2WE T4 74nATUAGZORLVEE R SMT TgwW
5 z PEM encoded
P Private Key
Private tey ¥ R.'.'\I;;Enl coSzw/EYZL L3 9uVTARIPSa+E0CT TEASKEL [Max Length =
ThnHTEVIULKMOHgDXI10EoYOaviC TEWKIENASKOJ6CLNesZCSXNOUgaraz gsveqyF 2043
BAWrEJFUHTSEW+e ldbabZSB o4y yGhe2w3VhnItNE0 I9GEpZpHvZ HNIMW T T 19153 characters.]
TMEILIEV1/ 4 DFHyMD¥bdx 55ghnlinT 1l sn0baly 00 YEAvnaTLeCgBayal+ Fullvm,
VOIMT I pOVGEHE ZABSHEMTQEZE]) 3Z5CU0C1VETNEYIgC1XgIUNNZ TpeVEYeE
gewllczdyShnTrof SHkEww+T:
fZLW]LiCHCWM3LRUCQYELveyrEThaackdv.
HedULXENLP. 1PmITXQZdaDyIW3mre
o] E=TTYLE,
HeRRYE0COTEASLQDE,/ C10LhANLgour I, REdD] BEWEK+ETHCUW23
vkl CoolinTvDSHHEGD 1 cW3dg5oGd 35 CLdkca 6FH5 1 Feppoalr +Ewiml
uhMalkm=iEFbD= 6,/ fmBE Su? HoWbnjzrEgelhShN=0idMEJSxTI=
————— END RSA PRIVATE KLY
The
Passphrase rensmenneny - ﬂgzjl;zl‘g;?ec
the Privabe Ky
Ok  Cancel |
5. Click OK.
[] The PMAC web server restarts immediately to put the updated certificate into effect. If the

signing CA is not known to the browser or the PMAC was not accessed by DNS name, the user
has to re-establish the GUI session and accept the new certificate.

Users are now able to access the PMAC GUI without having to acknowledge and accept the
server's certificate if the following conditions are met:

e The PMAC is accessed by DNS name, not by IP address. This requires either a customer-
provided DNS server or configuration of the PMAC host name in the client PC's hosts file.

e The browser recognizes the CA's signature on the certificate. This requires the certificate be
signed by a Certificate Authority known to the browser. Browsers are shipped with well-
known CAs already installed, but certificates for additional CAs, such as customer-operated
CAs, can be installed manually.
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9.27.4 Delete an HTTPS Certificate

This procedure removes a certificate from PMAC. PMAC then reverts to using e default HTTPS
certificate. This requires the user to acknowledge and accept the certificate when accessing the PMAC
GUL

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 81. Delete an HTTPS Certificate

Step | Results

1. Open web browser and enter:
D https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Login

Enter your usemame and password 10 log in

Session was logged out at 8:26:21 pm,

Usemame
Password

Change password

Log in

1. Navigate to Administration > Access Control > Certificate Management.

™

2. Select the certificate to delete.
3. Click Delete.

Main Menu: Administration -> Access Control -> Certificate Management
Fri Sep 04 158:57:52 2015 UTC
Info =

Certificaie

Certificate Hame Type

Certficate Subject Cerificate [ssuer Valid Dates

i From: Seplember 4, :
i 2015, 457 pm i
' To Oclober 4, 2015, 457 |
! pm H

{HTTPS | Common Name: * labs oracle.com

i i ;
b s
| 7 T R R iWildcard | Organization: Drace |
f i

Establish 580 Fone  Croate CSR Update  Delete  Report

The PMAC web server restarts immediately to put the default certificate into effect.

Users now have to acknowledge and accept the certificate when accessing the PMAC GUI.
For this reason, the current session may need to be re-established.
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9.28 Use the PMAC File Management System

This procedure uses the PMAC GUI to manage files on the PMAC server. These files are stored locally
in the /var/TKLC/db/filemgmt/csr directory (considered the FMA or File Management Area). Any files
added to the FMA are visible from the Status and Management > Files screen on the PMAC GUI. Up to
20 files are visible on the page. After that, scrollbars are enabled to view the remaining files.

Note: Do not manually copy files to the FMA. Currently only Certificate Signing Request (CSR) files are
stored in the FMA when Certificates are created (see Certificate Management).

There are three possible actions, which can be invoked on a file:

e Delete - Select one or more files to be deleted.

e View - View a single selected file.

e Download - Download to the client browser a single selected file.

Prerequisite: You must be logged in as the Admin user to access this page.

9.28.1 Use the PMAC File Management System to Delete Files
This procedure deletes one of more files on the PMAC server using the PMAC GUI.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 82. Use the PMAC File Management System to Delete Files

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Login

Enter your usermname and password 10 log in

Session was logged out at 8:26:21 pm,

Usemame
Password

Shange password

Log im
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Procedure 82. Use the PMAC File Management System to Delete Files

Step | Procedure Results
2. Select a file 1. Navigate to Status and Management > Files.
[ 2. Select one or more files to delete.
& B Main Menu Main Menu: Status & Manage -> Files
[+ (] Administration Sun Jan 07 17:44:02 2018 EST
+| (] Configuration — asks
j [ Alarmgs&Evems Task
[+ [ Security Log )
= a Status & Manage HPC-NO1 HPC-NO2 HPC-501 HPC-502 HPC-MP1 HPC-MP2 HPC-IPFE HPC-SSTMP
ﬁ: Netwerk Elements File Name Size Type Timestamp
: Server xaa 168 2017-12-18 02:07:36 EST
—_ g;abase o xab 1GB 2017-12-18 02:08:10 EST
= kPl xac 168 2017-12-18 02:08:40 EST
" Processes | xad {108 | 2017-12-18 02:09:10 EST
#] (1] Tasks xae 168 2017-12-18 02:09:41 EST
[ Files
[+ (] Measurements Delete Upload  Download
[+ (7 Communication Agent 21.2 GB used (54.53%) of 39.9 GB available | System utilization: 2.1 GB (5.21%) of 39.9 GB available.
i E E::z:zz:Cummon Copyright & 2010, 2018, Oracle and/or its sffiliates. All rights reserved.
Upon initial display of the Files Management screen, all available files
located within the FMA are visible.
If no files are located within the FMA, There are no files present displays.
If no files are selected, all buttons are visible but disabled. If a single file is
selected all buttons are enabled. If more than one file is selected, the
View and Download buttons are disabled.
3. Delete the 1. Click Delete.
[ file(s) 2. Click OK to confirm.

The Files Management screen refreshes with the selected file(s) no longer
displayed and a status info box (which can be selected) indicating the
action was successful.

| info

i

= Selected files successfully deleted.
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9.28.2 Use the PMAC File Management System to View Files
This procedure views a single file on the PMAC server using the PMAC GUI.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 83. Use the PMAC File Management System

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
] Login https://<pmac_management network ip>
Login as guiadmin user.
ORACLE
Oracle System Login
Tue Sep 1 202621 2015 U
Login
Enter your username and password 10 log in
Session was logged out at 8:26:21 pm.
Usermname
Password
Change password
Login
2. Select a file 1. Navigate to Status and Management > Files.

2. Select one file to view.

= Main Msnu
31 [ Hanswara
=) &5 Softwara
[7) Schtwars ImEntory
) Manago Sofwarg Images
7] WM Managamant
41 [ Storage
31 [ Administrtion
=1 =y Status andManags
[y Fass
] Task Mankaring
&h=k
[] Legal Motice=
(@ Logaut

Main Menu: Status and Manage -» Files

Hiome Size
* labs. oratle comcsr 11KB

| prnacl45-1.1abs.oracle.com.csr 111 KB

Delle  Vew | Download

=

Tupe

o

Fri Sap 08 17:47:10 2018 LT

Timestamp

201 50904 1657 42
utc

BRI
LuTc '

Only one file may be selected for viewing. If more than one file is

selected, the View and Download buttons are disabled.
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Procedure 83. Use the PMAC File Management System

Step

Procedure

Results

3.
[

View single file

The View File page displays.

ORACLE Plattorm Management & Configuration

) A’ Main Manu
& [ Hanwars
- = Sofware
[ Saftware Inventory
j Manags Sofware Images
_] W Managsment
[ [ Storage
[ 3 Administatian
B =3 Haius and Wanags
[ Fileg
j Tz Moninhing
o Helo
] Lagal Modcas
@ Logou
L4 >

G.2.0.0.0-625.5

Main Menu: Status and Manage <= Files [Viewfila]

| Pause Updales | Help | Loy

—=---BEGIN TEBILFITAIE REQUEIT =
HITLESCCAE A CA N g cr iAo VBT TA TV THR e Y TVRQ TR 5063 T DaCE L H.Iw
BG1nYTEMHE TR TEEL LIRS o] 2oml snC e Do ANEAHVEACHEL U RNa T TERMAS &
R TECDNEWT i Se T 3 asa VB AMECIE o W Y OS5 T 2Ly PRl 255
b nxITASgkqhkl 35 (B DERENH 1 cHEwenRAL3 ThE: x 1 Lalvh TOCAST DY JHoI T
o HACESE0R Do E FAI CHOo o EBAEWE QR Y N2 B Tic e FOX = 1 0w 052 o I8 7|
Bar2{¥zoTir¥eACy 0+ +HMEE LR s JHa T ek By I ToxX ad J2m L2 kpIgEMCTEnil1]
el L Pt o D S L 06 1 A ST 1N 1 T 1 DR EMpOGE A C 8-+ M DE
P4 Hd T larwu EBESHOCERE BHOn 1w Lol +mna ] Apd ERknLd2d et 2 Pl + TE15D
&l 2uluyThHApd £17 fddod Tar Lok 7] Erud E JHE + R E bR bh Loy LI W ers
Frnddanant 21 el ¥kVI ] 20BK T FRICT Figh TRBW 0T 12 SACUT e cCRREAAGRATM el
8485 TED0E IO EakB wl T TR ( TEAT wATIALEg w0 EFEAM R kwDDT Ioin I Threll
AJEFECADERAF L1 TATWC yAFreul /B0 Ko T1EwaXEgTIBaTHRrk DL ELQ ShurEx

HOET1 AN ER YT £X TR 1 WOy W TCn A xR +whEnT L 7w oo TH1J 51 difedde 1 £T o
FloriITalbkgt=Bbail] de ianall § 52 TSI+ 107 art Tl B S KVECES Ay 7080
GEOWEwT o+ 0 2 T e e EN L0 THL 1 35k Ex TV LIV Y Hg L f=Twrl Z0g1n1 LITT
2aVHRVEEFh 7192560 vl e f 30k ERG HOP 3w Hyl yOEF 1Ml i e ade Wik fnk S
O kR LK IWNL Y 2 2a & LEhim S, E P e (e

----- END CERTIFICRTE BEQOEST--——

Back

Click the Back arrow to return to the original Files Management screen.

9.28.3 Use the PMAC File Management System to Download Files
This procedure downloads a single file to the PMAC server using the PMAC GUI.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 84. Use the PMAC File Management System

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D Login https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Tue Sep 1202621 20M5UTC

Login
Enter your usermame and password 10 log in

Session was logged out at 8:26:21 pm,

Usermame
Password

Change password

Log In

Page | 295

E91175-01




Platform 6.5 Configuration Guide

Procedure 84. Use the PMAC File Management System

Step | Procedure Results
2. Select a file 1. Navigate to Status and Management > Files.
N 2. Select one file to download.
& B Main Menu Main Menu: Status & Manage -> Files
[ D Administration Sun Jan 07 17:44:02 2018 EST
[+ ] Configuration — asks
[+ (] Alarms & Events Task
If gzzﬁ:z‘i#ﬁnage Y MPC-NO1 HPC.NO2 | HPC-SO1 HPC-S02 HPC-MP1  HPC-MP2  HMPC-IPFE  HPC-SSTMP
ﬁ: Netwerk Elements File Name Size Type Timestamp
: Server xaa 1GB 2017-12-18 02:07:36 EST
- g;abase xalb 168 2017-12-18 D2 0810 EST
= KPIs xac 168 2017-12-18 D2 0840 EST
T Processes | xad {168 | | 2017-12-18 02:09:10 EST
B (1 Tasks xae 168 2017-12-12 02:09:41 EST
[ Files
[+ (] Measurements Delete Upload  Download
[+ (7 Communication Agent 21.2 GB used (54.53%) of 39.9 GB available | System utilization: 2.1 GB (5.21%) of 39.9 GB available.
i E E::z:zz:Cummon Copyright & 2010, 2018, Oracle andfor its affiliates. All rights reserved,
Only one file may be selected for downloading. If more than one file is
selected, the View and Download buttons are disabled.
3. Download a 1. Click Delete.
] single file

2. Depending on the browser, you are asked to Save to a disk or Open the
file.

The default editor program (usually set to Notepad, which does not format
files) used by Internet Explorer can be changed (as of IE 9) by going to
Tools > Internet Options > Programs > Set Programs > Associate a
file type or protocol with a program and choosing the desired default editor
for the given file type.

9.29 Delete ISO Images from the PMAC Image Repository

This procedure deletes 1ISO images from the PMAC repository.

Prerequisites:
9.8 Add ISO Images to the PMAC Image Repository

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 85. Delete ISO Images from the PMAC Image Repository

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D Login https://<pmac_management network ip>
Login as guiadmin user.
ORACLE
Oracle System Login
Tue Sep 1 202621 2015 UTC
Login
Enter your usermame and password 10 log in
Session was logged out at 8:26:21 pm.
Usermame
Password
Changs password
Log In
2. PMAC GUI: 1. Navigate to Software > Manage Software Images.
[ Select an 2. Select the software image to delete.
image
Main Menu: Software -> Manage Software Images
Fri Sap D4 18:11:37 2015 L
Image Hame Type Architecture  Description
(PMACE2000 5285388 84 iUpmade  jeeed
TPDUNzt2l-T.0.2.0.0_86.28. 0-0racleLInux6 B-426_64 Baotaole WE6_B4
TWOE-32000_88.8.0-xBE_54 Bootaole wB6_64
Add Image  Editimage  Delete Selected
3. PMAC GUI: 1. Click Delete Image.
[ Delete the 2. Click OK to confirm.
image

The Manage Software Images screen refreshes with the selected file(s) no
longer displayed. Click Info to confirm the correct image file was deleted.

Main Menu: Software -> Manage Software Images

inta = [[Tasks =

[ nro

Fri S=p

+ TaskID: 102

o + Sofware Image PMAC-6.2.0.0.0_62.8.5-¥85_64 has bepn delsted rom CS diStribution repository

TVOE--32.0.0.0_8B.B.0-xBG6_54 Baotable wS6_G4
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9.30 Configure PMAC Domain Name System
This procedure configures the PMAC Domain Name System (DNS).

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 86. Configure PMAC Domain Name System

Step | Procedure Results

1. PMAC GUI: 1. Navigate to Administration > Remote Servers > DNS Configuration.
[] Update the
domain server
only

2. Oninitial setup, all fields should be empty. Enter the required Domain
name.

This should be a valid domain hame consisting of 1 to 255 alphanumeric

characters plus the “.” and “-“ characters.
Leave all Name Server text boxes blank.
3. Click Update DNS Configuration.

Main Menu: Administration -> Remote Servers -> DNS Configuration
Fri Sep 04 1B:21:37 2013

System Domain

DomainMame |abs. oracle.com

Mote: The Domaln Mame value may only contain alphanumenc, iyphen, and dacimal charactars. Length must be 1 to 285 chars.
External DNS Hame Servers

Mame Sarver 1 dddress

Mame 3erver 2 Address

Mame 3erver 3 Address

Mate: Each Mame Sarver Address value must be a IPv4 address, IPv6 address. or blank.

Update DNS Configuration

This saves the Domain Name into the PMAC database. It does not enable
DNS for the PMAC. After the update, the DNS Configuration refreshes
with the domain name displayed in the Domain textbox.

It does not update the DNS /etc/resolv.conf file. This file is in the
following format (TPD default):

Generated by NetworkManager

No nameservers found; try putting DNS servers into your

ifcfg files in /etc/sysconfig/network-scripts like so:

DNS]1=XXX.XXX.XXX .XXX
DNS2=XXX .XXX . XXX . XXX
DOMAIN=lab.foo.com bar.foo.com

cat /etc/resolv.conf

H Uy FH= H= H= H FH H= H

Generated by NetworkManager

4. Check for errors.

Success:
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Procedure 86. Configure PMAC Domain Name System

Step | Procedure Results

Info

o s+ DNS Configuration settings have been updated

Error:

Exror

& + Domain name: labs tekelec com(} valldation falled - invalid characters

5. Click OK to confirm the web server restart.

7

Message from webpage x|

Y This action will cause the PM&C Web Server to be restarted.
B This may disrupt any existing GUI sessions.

Are you sure you want to continue?

oK ] [ Cancel

. A

Refresh the DNS Configuration screen since the web server restarted.

2. PMAC GUI: 1. Navigate to Administration > Remote Servers > DNS Configuration.
N Update the ful 2. Oninitial setu i i i
. p, all fields should be empty. Enter the required Domain
DNS name
configuration '

This should be a valid domain name consisting of 1 to 255 alphanumeric

characters plus the “.” and “-“ characters.
Leave all Name Server text boxes blank.

3. Type avalid IPv4 or IPv6 address in each Name Server textbox.

It is not required to type an IP into all three textboxes.
4. Click Update DNS Configuration.
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Procedure 86. Configure PMAC Domain Name System

Step | Procedure

Results

Main Menu: Administration -> Remote Servers -> DNS Configuration
Fri 5ep 04 15:26:44 2013 UTC

System Domain
Domain Name  labs oracle.com

Mota: Tha Domain Mame value may only contain alphanumeric, hyphen, and decimal characters. Length musi be 1 fo 255 chars.
External DNS Name Servers

Name Server 1 Address 1020100101

MName Server 2 Address  10.20.100.102

MName Server 3 Address

Mote: Each Name Server Address value musi be a IPvd address, IPvE address, or blank

Update DNS Configuration

This saves the Domain Name into the PMAC database and enables DNS
for the PMAC. After the update, the DNS Configuration refreshes with the
domain name displayed in the Domain textbox and all servers display.

It also updates the DNS /etc/resolv.conf file. This file is in the following
format (TPD default):

# PM&C DNS Configuration File

# WARNING: Do not make manual changes to this file. This file
# is auto generated by the PM&C GUI Application at

# Administration->Remote Servers->DNS Configuration.

domain labs.tekelec.com

nameserver 102.255.255.255

nameserver 102.255.255.254

nameserver 102.255.255.253

5. Check for errors.

Success:

Info |

Errors:

« DNS Configuration seflings have been updated :

e Domain Name validation failure

‘Fum

& +« Domain name: labs tekelec.com() valldation falled - invalid characters

e Server Name validation failure. This error may display a failure for each
incorrect Name Server.
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Procedure 86. Configure PMAC Domain Name System

Step | Procedure Results
Efror
« DNS Config Validation failed: MS: 102.255.255.255abe invalid
& » DMS Config Validation failed: NS: 102.254.254.254abc invalid ]
« DNS Config Validation failed: NS: 102.253.253.253abc invalid
3. PMAC GUI: 1. Navigate to Administration > Remote Servers > DNS Configuration.
[ Remove the 2. Delete all entries from all Name Server textboxes.
current DNS
configuration This assumes the Certificates Management screen is still using the

Domain Name.
3. Click Update DNS Configuration.

Main Menu: Administration -> Remote Servers -> DNS Configuration

Fri Sep 04 1B:21:57 201

System Domain
Domain Mame  |abs oracle com

Mote: The Domain Mame value may only contzin alphanumeric, hyphen, and decimal charactars. Length must be 1 to 2565 chars.
External DHS Name Servers

Mame Server 1 Address

Mama Sarvar 2 Addrass

Mame Senver 3 Address

Mate: Each Mame Server Address value must be 2 IPvd address, IPVG address, or blank.

Update DNS Configuration

This saves the Domain Name into the PMAC database and disables DNS
for the PMAC. After the update, the DNS Configuration refreshes with the
domain name displayed in the Domain textbox and all servers are blank.

It also updates the DNS /etc/resolv.conf file. This file is in the following
format (TPD default):

Generated by NetworkManager

No nameservers found; try putting DNS servers into your

ifcfg files in /etc/sysconfig/network-scripts like so:

DNSI1=XXX.XXX.XXX.XXX
DNS2=XXX .XXX .XXX . XXX
DOMAIN=lab.foo.com bar.foo.com

cat /etc/resolv.conf

H= oy o == = S = W e

Generated by NetworkManager
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9.31 Set User Authentication on the PMAC

This procedure configures the authentication on a new or existing user from the Main Menu >
Administration > Access Control > Users screen by clicking Insert for new users or selecting an
existing user entry and clicking Edit. Remote Authentication can only be used if an LDAP server has
been properly configured on the PMAC. Please see section 9.33 Configure an LDAP Server on the
PMAC for information regarding LDAP Server configuration.

When creating a new user or updating an existing user, the Authentication Options - Allow Local
Authentication checkbox is initially marked. The user must apply the following rules when selecting the
authentication type:

1. The three default users (guiadmin, pmacops, and guest) have a default setting of Allow Local
Authentication selected and Allow Remote Authentication not selected. On upgrade, these
settings are configured according to the setting of the GUI Site Settings > Local Authentication
Enabled (if included in the from release).

2. The guiadmin user authentication settings cannot be changed and is disabled. All other user
authentication settings are configurable.

3. The authentication settings for each user (except for the guiadmin user) can be Allow Local
Authentication or Allow Remote Authentication only selected, both Allow Local Authentication
and Allow Remote Authentication selected, or neither selected.

4. |If a user is created with neither authentication selected, the user fails local authentication unless it is
an admin group user. It does not attempt remote authentication.

5. If anew user is created with Allow Remote Authentication only selected, on first login, the
password change request is not initiated. Once Allow Local Authentication is selected for the new
user, the user is asked to change the password on the next login. After the password change,
operation behaves normally.

6. If both Allow Local Authentication and Allow Remote Authentication are selected, the system
attempts remote authentication first. If communication is established to the LDAP server for
authentication and authentication fails, local authentication is not attempted. The login is rejected.

7. If both Allow Local Authentication and Allow Remote Authentication are selected, the system
attempts remote authentication first. If communication is NOT established to the LDAP server for
authentication, local authentication is attempted. The login request is accepted if the proper local
credentials are used.

8. The local password and the remote password do not have to be the same. When logging in, the user
must use the appropriate password for the given authentication method. For remote authentication, it
is not necessary to enter the password since it is maintained on the LDAP server.
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9.32 Configure the PMAC into an Existing Single Sign-On (SSO) Domain

This procedure set up and incorporates the PMAC into an existing single sign-on domain. Within a given
domain (SSO can only configured with a sing domain), the PMAC is defined within a different domain
zone the NO/SO/MP. The SSO certificates of the different zones must be imported manually using the
Certificate Management interface of the two zones (typically from the AppWorks GUI and the PMAC GUI).
Once each zone includes the local and remote SSO certificates, the user can login from one zone
management GUI, which then logs the user into the other zone management GUIs

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 87. Configure the PMAC into an Existing Single Sign-On (SSO) Domain

Step | Results

1. There must be a common user defined on both zones with the same group privileges. This user

[] can be configured to use local or remote authentication (see 9.31 Set User Authentication on the
PMAC).

2. The current zone (ZoneA - consisting of the NO/SO/MP architecture) should already have an

[] existing SSO certificate configured from the Administration > Access Control > Certificate

Management screen using the Establish SSO Zone button. This is indicated as the SSO Local
certificate type.

Main Menu: Administration -> Access Control -> Certificate Management
Tus Sep 08 15:10:119 2013 UTC

Cerfificate

Certificate Mame Type Certificate Subject Certificate |ssuer alid Dates
Common Hame: From: Szptember B, 2015
. N ZoneA/domain=lats.orad e.comiype=AG .o 710 pm
Zane ssoLecl g Sef-Sigrad To: Sepismber 7, 2015,
Organization: Oracle 710 pm
Create CSR - Impaort Repart

1. From the ZoneB (PMAC) GUI, navigate to Administration > Access Control > Certificate
Management.

2. Click Establish SSO Zone.

Main Menu: Administration -> Access Control -> Certificate Management [Establish SS0 Zone]

Tue Sep 08 19:05:23 2015 UTC

[

Mame of the 3530-comgatible local zone. [Range = A 1-15 character leng string. Allowed charactsrs are A-Z =
20-9]. [Avalug is required]

Zone Hame *

Ok  Apply Cancel
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Procedure 87. Configure the PMAC into an Existing Single Sign-On (SSO) Domain

Step | Results
4., 1. Enter a valid Zone Name.
]2, click ok.
This creates a SSO Local certificate on the PMAC and returns to Administration > Access
Control > Certificate Management.
Main Menu: Administration -> Access Control -> Certificate Management
Tue Se=p 08 19:08:31 2015 UTC
Certificate Name g'::air""" Certificate Subject Certificate Issuer valid Dates
Commaon Hame: From: September 8, 2015
ZoneB 350 Local E%nsE-‘cnmain=lans.0|a-:la.ocmftfns=q'\'.'s Self-Signed iﬁsgzc:hmhe,? S0
Bmanlzaunn:cradg ?.63 pm ' '
Croate CSR  Import Report
5. 1. From ZoneA (AppWorks) GUI, navigate to Administration > Access Control > Certificate
] Management.
2. Select the ZoneA SSO Local certificate and click Report.
This displays a printable encrypted version of the certificate.
6. Copy the certificate from the ----- BEGIN CERTIFICATE----- to the end of the ----- END
] CERTIFICATE--——- .
7. Click Back to return to Administration > Access Control > Certificate Management.
[]
8. Navigate to the ZoneB (PMAC) GUI Administration > Access Control > Certificate
[] Management.
9. Click Import.
[]

Main Menu: Administration -> Access Control -> Certificate Management [Import Certificate]

Fii Sep 04 17:08:0% 2013 UTC

FEM encoded X509
CErticate M ax

#.509 Certificate * Length = 2048
charactars.] A valus
I required ]

PEM encoded
Privalte Key [Wax
Length = 2048
characters.

Frivale Key

The passphrass
Passphrasa used to protedt the
Privata Kay

Ok Cancel
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Procedure 87. Configure the PMAC into an Existing Single Sign-On (SSO) Domain

Step | Results
10. Paste the copied certificate from ZoneA into the X.509 Certificate field. Leave the other fields
[] blank.
11. Click OK.
[ This creates a Remote SSO certificate and returns to Administration > Access Control >
Certificate Management displaying ZoneB as the SSO Local certificate type and ZoneA as the
SSO Remote certificate type.
Main Menu: Administration -> Access Control -> Certificate Management
Tue Sep 0B 19:13:20 2013 UTC
CertiNicate Name E;pr:f'we Certilicate Subject Certificate Issuar Valid Dates
Common Hame: From: September 8, 2015
ZoneB 380 Local g;r:;ﬁ-’-:lu—|a|n:Iats.-)racls.cunk,rpe:.-‘.‘.\l' Selt-Signed ;Jég;gﬂml 2 2018
Organization: Oracle T:14 pm !
Common Hame: From: Saptember 8, 2018,
Zone ssoRemate  gaPAIOmAN=Iabs orane comtips AN gy ganag '?rg;ns‘;;e—mer? 2018,
Organization: Cracle T.10 pm '
< >
Create CSR Import Report
12. 3. From ZoneB (PMAC) GUI, navigate to Administration > Access Control > Certificate
] Management.
4. Select the ZoneB SSO Local certificate and click Report.
This displays a printable encrypted version of the certificate.
13. Copy the certificate from the ----- BEGIN CERTIFICATE----- to the end of the ----- END
[] | CERTIFICATE----- :
14. Click Back to return to Administration > Access Control > Certificate Management.
[]
15. Navigate to the ZoneA (AppWorks) GUI Administration > Access Control > Certificate
[] Management.
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Procedure 87. Configure the PMAC into an Existing Single Sign-On (SSO) Domain

Step | Results
16. Click Import.
D Main Menu: Administration -» Access Control > Certificate Management [Import Certificate]
PEM sncoded X509
cartificate Max
509 Certficate * Length = 2048
charactars.] A valug
i raguirad]
PEM encoded
Congha2048
characters.|
The passphrase
Passphrase used ta protect e
Privata Key
Ok | cancel
17. Paste the copied certificate from ZoneB into the X.509 Certificate field. Leave the other fields
[] blank.
18. Click OK.
[] This creates a Remote SSO certificate and returns to Administration > Access Control >

Certificate Management displaying ZoneA as the SSO Local certificate type and ZoneB as the
SSO Remote certificate type.

Main Menu: Administration -» Access Control - Certificate Management
Tue Sep 08 19:15:20 2015 UTC

Certificate

Cerfificate Name Type Certificate Subject Certficate lssuer Valid Dates
i ‘Common Name: From: Seple mber 8, 2015,
H ZgnaBidomaln=1abs. aracla. comtyna=aw ey 714 pm
i ZaneB 330 Remoate aa0 SeltSigned Tox Septemoer 7, 2046
Organization: Dracle TAdpm
‘Common Name: From: September &, 2015
ZoneAidomain=labs. orad e.comitype=AlY - 710 pm
A Y S
zoneh BS0Loeal  g5p SEREEE Tex Septemosr 7, 2016,
Qrganization: Oracle 710pm
< >
Create CSR Report

Once both zones have their local and remote SSO certificates configured, the user is able to
login from ZoneA or ZoneB using the configured user that is defined on both zones. Once
logged in from one zone, the other zone GUI logs in immediately.

If the user logs out from either zone, both zones are logged out.

If a user logs in from ZoneA, which logs in ZoneB, and later the ZoneB session times out due to
a short session timeout settings configured on ZoneB, ZoneA remains logged in. This works the
same in either direction.
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9.33 Configure an LDAP Server on the PMAC

This procedure configures a LDAP server on the PMAC.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 88. Configure an LDAP Server on the PMAC

Step

Results

1.
[

Navigate to Administration > Remote Servers > LDAP Authentication.

Main Menu: Administration -> Remote Servers -> LDAF Authentication

Tua Sap 08 19131123 2015 UTC

. Canonic Foallowr 2
Hostname Domain Hame  Hame Port Baze DN Usermname  Filter Format Requires
Sh, Form Refarral
ort DH
Inzert Report

Only Insert and Report are available and no LDAP servers configured.

O™

1. Click Insert.

Main Menu: Administration -> Remote Servers -> LDAP Authentication [Insert]
Tus Sep 08 19:40:10 2015 UTC

Adding new LDAP account -

Unigque name for e sener It can be sAner avald IFw or IPVS adaress or 3
valid hosiname. Hosmama must be unique and case-insensiive. Tha lengin
=should net exceed 255 characters, Valid hosiname characiers inclde
dphanumenc charadens (a-z), (4-Z), (0-8), perod (), or minue gign (-1 The first
character ofa hosname must be an alpha character. [Range = A1 -255
character s¥ing ] [Avalug is requirad |

Hostname *

Dorrain name ofthe LDAP sever. Use fallowing lonm: <names <l (e
Account Domain Hame oracie.com). [Range = & 1-20 character s1ing. Allwed caractsrs are A-Z, &2,
9and parinds |

The NetBIOS damsin of the sener. This |5 e shorer version of the account
domain name listed above (s ORACLEL Musl be a capitalized version of the
domain name, withaut the edensian. [Ranga = 41-10 character sting. Allowed
charactars arg 4-2. 0-8)

Account Domain Hame Short

Part that the LDAP senders can be aecessed by on the host maching [Default =

Port* 383
u 389, Range = Integer with value betwaen 0 and 65535 ] [Avalus IS required
F— Diractory path of tha uzer being authanticated [Ranga = 4 1-100 long charader
o string.] [4 valug is reguirec]
Usemame Lisar O used for Scaunt D Inakups (ol he UsEr baing auhamcalad )
W
< The namswnrd o the neer Db s faeacenont oniniee Passanrd reedricions

Note: Port 389 has been set as default. This is the standard port number for LDAP

communication. Change it, if necessary.

2. Contact your LDAP Server Administrator for the proper values required to configure the

LDAP server.
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Procedure 88. Configure an LDAP Server on the PMAC

Step

Results

3.
[

1. Click OK.

The LDAP server configures and returns to Administration > Remote Servers > LDAP

Authentication.

Note: Click Apply to remain on the Insert screen.

Main Menu: Administration -> Remote Servers -> LDAP Authentication

Domain
Hostnams Domain Hams  Hame
Ehert
Idaplabs.orac  labs orace.co
I2.com m ORACLE
Insert Report

2. Click Test Server.

Test Server

Port  Camomic po oy
Form

Backs|

Username: username

Password:, sessses

oK

o " de=com
L1
Cancel

Tue Sap 0B 15:46:35 2015 UTC

Follow i Requires
DH

Usemame  Filter Format

Referral
IGMNOR  Dizabla
E

Type a valid username and password configured on the LDAP server to verify the user and
communication to the LDAP server.

3. Click Report to display the configuration data of the LDAP.

Main Menu: Administration -> Remote Servers -> LDAP Authentication [Report]

Tua Sap 08 19148103 2015 UTC

Main Menu: Administration —> Remot= Servers —-> LDAP Anthenticatiom [Report]
Tus Sep 08 19:48:03 2015 UTC

Server II:
hozt:
poCt;

uzeitarclla:
bipdReguiresDn:
bascln;
accounttancnical Form

1
ldap.labs.oracle.com
Jags

Falze

Falsze

de=com

1: Backalash

accountDomainiames:
accountDomainNameShort:
optRelerrala:

lgbs.oracle . com
ORRCLE
ICHORE

Print | Save

Back
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9.34 Transfer Image from PMAC Repository to Other Servers

This procedure transfers a software image from the PMAC image repository to servers managed by

PMAC.

Prerequisites:

e Enclosures containing the blade servers or servers containing a TVOE host targeted for application
install/upgrade have been configured using the 9.6 Add Cabinet and Enclosure to the PMAC System
Inventory.

e Rack mount servers targeted for application install/lupgrade have been configured using 9.15 Add
Rack Mount Server to the PMAC System Inventory.

e Animage was added to the PMAC image repository using 9.8 Add ISO Images to the PMAC Image
Repository.

Note:

The image transfer is only supported for discovered entities (IP address is known)

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 89. Transfer Image from PMAC Repository to Other Servers

Step | Procedure Results
1. PMAC GUI: Open web browser and enter:
D LOgin https://<pmac_management network ip>

Login as guiadmin user.

ORACLE

Oracle System Login

Login

Enter your username and password 10 log in

Session was logged out at 8:26:21 pm.

Usermame
Password

Shangs password

Log In

Navigate to Software > Software Inventory.
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Procedure 89. Transfer Image from PMAC Repository to Other Servers

Step | Procedure Results
2. PMAC GUI: 1. Select the servers where you want to transfer the image. If you want to
] Select servers perform an upgrade on more than one server, press Ctrl while selecting
multiple rows.
2. Click Transfer ISO Image.
Main Menu: Software -> Software Inventory
Tue Sap 08 19:31:30 2013 UTC
P Address Hosmame Platrorm Name Plattorm Version Application Nan
. [oeea1342 Inosmameroarsszece [TeDoms o) [rz0008se0 | Twe
159.254.134.12 nosinameesMalc2cdid  TPD (M36_54) 7.200.0-837.0
. 169.254 134,14 : hosinamefede8252de3s : TPD (x356_&4) . T.2000-887.0 :
Enc:E02301 Bay.7F &
< >
Selection active - periadic display updates paused
Install 0% Upgrade
Transfer 150 Image Rediscover
3. PMAC GUI: 1. Select the image to transfer to the servers.
[] Select image

2. Type the Path, User, and Password for the target entities.

The credentials should be consistent with credentials used for SCP. The
path should be accessible with the credentials provided.

Note: PMAC does not validate firmware update arguments. It only
verifies they are all present.

3. Click Start Image Transfer.

Software Upgrade - Select Image

Tue Jul 42 17122434 2048 LTS
Tasks* -

Targets Select Image

Enily S Image Kame Tepe Architecture  Descriotion

Enc:50301 Bay2E -

- :El?.ﬁulsialw.z.(-.-J.:Llla.zt-.-mua(leLluuxﬁ?- Boolable )
é:;ﬁu.ﬁr:slau—u.uu.n,ns.z1D—Dﬂ(let.lmm?- {Bodkable 12084

Supply Software Upgrade Arguments (Optional)

Start Software Upgrads  Back

4. Click OK to confirm the transfer.
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Procedure 89. Transfer Image from PMAC Repository to Other Servers

Step | Procedure Results
4. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
[] Monitor Transfer background task. A separate task displays for each server.
transfer Main Menu: Task Monitoring
Tue Sep 08 1945%:28 2015 UTC
[u] Task Target Status: State Task Output
D) &3 File Transfer E'&‘;;?iw”” E File Transfer initiated IH_PROGRESS HiA ~
j 82 Filz Transter Enc:50301 Bay:1E File Transler mitizted IH_PROGREES HIA
j 1] Backup PMEC PMAC Backup successtul COMPLETE NA
j BO Backup PMAC PMALC Backup successful COMPLETE HIA
_'I e Backup PMEC PMAC Backup successful COMPLETE WA
j T3 Backup PMEC PMEC Backup successiul COMPLETE HA
j T Backup PMAC PMALC Bachup succesaul COMPLETE NA
W
4 O
£ >

Delete Completed  Delete Falled

When the task is complete, the text changes to green and the Progress
column indicates 100%.

10. Configure SAN Procedures

10.1 Configure SAN Storage Using PMAC Application

This procedure configures a SAN storage using the PMAC application. You configure the SAN controller
and corresponding host volumes using XML files uploaded by the PMAC application. The XML files allow
you to:

e add virtual disks

o delete virtual disks without an associated volume

e add global spares

e delete global spares

e delete volumes on the SAN controller and/or host volume.

Refer to the instructions provided by the application to obtain or create XML files used in this procedure.
Prerequisites:

e 7.2 Configure Initial OA Settings Using the Configuration Wizard

e 9.5 Configure PMAC Application

e 5.3 Configure Advanced Settings on MSA 2012fc Fibre Channel Disk Controllers

e 5.4 Configure Advanced Settings on P2000 Fibre Channel Disk Controllers for a given SAN storage
type
e 4.1 Configure Brocade Switches

Note: When a disk fails, the system looks for a dedicated spare first. If it does not find a properly sized
dedicated spare, it looks for a global spare. A best practice is to designate spares for use if disks
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fail. Dedicating spares to vdisks is the most secure method, but it is also expensive to reserve
spares for each vdisk. Alternatively, you can assign global spares. A properly sized spare is one
whose capacity is equal to or greater than the largest disk in the vdisk.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
Procedure 90. Configure SAN Storage Using PMAC Application

Step | Procedure Results
1. Handle failed If any attempt to add SAN storage components have failed, a partial
] SAN configuration may exist. This needs to be cleaned-up before attempting again.
configuration If an attempt to add SAN storage components fails before any configuration is
done, such as an invalid XML file or a wrong disk name, then correct the XML
file error and attempt the SAN storage configuration again.
If a partial configuration exists, follow the instructions provided by application
to obtain/create XML files that delete the partial configuration and clear the
SAN controller or host volume. Note that after a host volume is deleted or
cleared, PMAC automatically reboots the server blade. Once the XML file is
obtained, continue following to correctly upload and execute the XML file using
the PMAC application. If the end user desires to IPM the blade server to
cleanup host volumes, refer to 9.9 IPM Servers Using PMAC Application.
2. PMAC Server: | Log into the management server as the admusr user.
[] | Provide SAN | copy all SAN configuration XML files into /ust/TKLC/smac/etc/storage
configuration directory.
XML files
3. PMAC Server: | If default password has been changed on SAN controllers, then the stored
[] Update SAN password in PMAC must be changed to match. Run this script on PMAC and
controller set the SAN controller password for the manage user:
password in $ sudo /usr/TKLC/smac/bin/updateCredentials --type=msa
PMAC
4. PMAC GUI: If needed, open a web browser and type
[ Login https://<pmac_management network ip>
Login as the guiadmin user.
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Procedure 90. Configure SAN Storage Using PMAC Application

Step

Procedure

Results

5.
[

PMAC GUI:
Configure SAN

Navigate to Main Men > Storage > Configure SAN Storage.

From the Storage Configuration option, select SAN configuration file and
click Configure Storage.

Main Menu: Storage -> Configure SAN Storage

Tue Sep 08 20:14:10 2015 UTC

Tasks ~
Note:
Configurations may be added from the specified local directory.

Configuration Search Path:

fusr/TKLC/smac/etc/storage/*

ST R e T =t il /usi/ TKL C/smac/etc/storage/AppVolume xmi v

Configure Storage

Note: Concurrent execution of SAN configuration files is supported. Do not
run configuration files at the same time if the xml files configure either
the same blade server or the same MSA storage system, otherwise a
failure may occur . Additionally, configuration on a server blade is
being cleared, or if a host volume is being deleted, then execution may
take longer since PMAC automatically reboots the server blade after
configuration removal.

If any errors occur with this procedure, collect logs from the affected blade in
Ivar/TKLC/log/tpdProvd/tpdProvd.log.

e

PMAC GUI:
Monitor
configuration
status

The Configure SAN Storage screen displays with a new background task
entry. Click Tasks located on the toolbar.

Main Menu: Storage -> Configure SAN Storage [Apply]

Tue Sep 08 20:19:07 2015 UTC
Info ~ Tasks vl

Info

+ Storage Configuration in fusrTKLC/smac/etc/storage/AppVolume xml will be
o applied in the background. The ID number for this task is: 86 Check
Task Monitoring for status.

fusr/IKLC/smac/etc/storage/*

Storage Configuration: /usr/TKLC/smac/etc/storage/AppVolume . xml ﬂ

Configure Storage

X

Recovery from
configuration
errors

If PMAC is able to parse the XML configuration file successfully, the
configuration process is executed. If any error is encountered, the processing
is aborted and the state is left as it was at the point of failure. For recovery
suggestions, refer to step 1.
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10.2 Remove SAN Volume from Blade Server Without Preserving Existing TPD

Installation

This procedure removes volumes from the partially installed SAN. This can happen if the SAN
configuration fails. Blade servers are IPMed again.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 91. Remove SAN Volume from Blade Server Without Preserving Existing TPD

Installation
Step | Procedure Results
1. Management If default password has been changed on SAN controllers, then the stored
[] Server: password in PMAC must be changed to match. Run this script on PMAC and
Update SAN set the SAN controller password for the manage user:
controller $ sudo /usr/TKLC/smac/bin/updateCredentials --type=msa
password
2. Fibre Channel | Login as manage to https://<controller IP address>.
[] Controller
GUI: Login
3. Fibre Channel | For MSA 2012 Dual Controller Array configuration:
[] Controller 1. Navigate to Manage > Volume Management > Delete Volume and
GULI: Delete select the volume to delete.
volumes and
vdisks on MSA Repeat for all volumes.
2012 2. Navigate to Virtual Disk Config > Delete a vdisk and select the vdisk to
delete.
Repeat for all vdisks.
3. Navigate to Virtual Disk Config > Global Spares Menu > Delete Global
Spares.
Select all of the global spare disks and click Delete Global Spares.
Repeat this step for second controller.
4. Fibre Channel | For P2000 MSA Dual Controller Array configuration;
[] | Controller 1. Navigate to Provisioning > Delete Volumes and select all volumes to
volumes and ] o ] .
vdisks on Navigate to Provisioning > Delete vdisks and select all vdisks to delete.
P2000 3. Navigate to Provisioning > Manage Global Spares, unselect all the
global spare disks, and click Modify Spares.
Repeat this step for second controller.
5. OA GULI: Login | Navigate to the IP address of the active OA, using Appendix C Determine
[] which Onboard Administrator is Active. Login as an administrator.

Page | 314

E91175-01




Platform 6.5 Configuration Guide

Procedure 91. Remove SAN Volume from Blade Server Without Preserving Existing TPD

Installation
Step | Procedure Results
6. OA GUI: 1. Select one of the Brocade switches and click Management Console.
[ Delete zones 2. Login as an administrative user.
from Brocade
switches 3. Select Zone Admin and click Clear All.
Wait for success message in bottom left of window and Effective zone
Config: Default, All Access in bottom right of window.
Click Save Config.
Repeat for the second switch.
7. Run IPM on Run IPM on blade servers 9.9 IPM Servers Using PMAC Application.
[ blade server Note: A new IP address is assigned to bond0 of each blade at the end of the
IPM process, so the XML files need to be updated accordingly.

11. Virtualization Procedures

11.1 Create Guest Server Using PMAC Application
This procedure creates a virtualized guest server on a TVOE host using the PMAC web GUI.
Prerequisites:

¢ Enclosure containing the TVOE host blade server to host the guest has been configured using 9.6
Add Cabinet and Enclosure to the PMAC System Inventory.

e The TVOE host has been installed using 9.9 IPM Servers Using PMAC Application.
Note: PMAC does not prevent over-subscription of memory or CPU resources.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 92. Create Guest Server Using PMAC Application

Step | Procedure Results
1. PMAC GUI: Open a web browser and type:
D LOgin https: //<pmac_management_network_I P>

Login as guiadmin user.

PMAC GUI Navigate to Main Menu > VM Management.

O™
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Procedure 92. Create Guest Server Using PMAC Application

Step | Procedure Results
3. PMAC GUI Click Create Guest.
[]

Main Menu: VM Management

[+| 24 Enc: 50301 Bay: 9F
=) hosiname02be2be444 Host Name: hostname&199ee5b4cbd
Location: bay 9F in enclosure 50301

Guests
L3
Name Status
tesi3 Running
tesid Running

Create Guest

‘ VM Entities @ | View host on 9F in enclosure 50301
Refresh {3 VMInfo = Software  Metwork  Media
[+ = Enc: 50301 Bay. 1F Summary Bridges  Storage Pools  Memory

Tue Sep 08 20:37:09 2015 UTC
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Procedure 92. Create Guest Server Using PMAC Application

Step | Procedure Results
4, PMAC GUI 1. Type a Name (something unique to the TVOE host). The name can be
] identical to a guest on a different host.

2. From the Host options, select the TVOE host on which to create the
guest.

Main Menu: VM Management
Tue Sep 08 20:327:09 2015 N

VM Entities 0 Create guest
Refresh T)
[+] 2 Enc 50301Bay. 1F Summary Virtual Disks  Virtual NICs

[+] =1 Enc: 50301 Bay: 9F
[+] = hostname02be2bedd4

Set Power State On v

Guest Name (Required) guest32

Host Ba
g Enc: 50301 Bay: 1F
Number of VCPUS: | hostname02be2bed4427

Memory (MBs): 4096

4 A

Available host memory: 125
MB
VM UUID:
Enable Virtual Watchdog v

Create Import Profile  Cancel

3. From the Set Power State options, select the initial power state for the
guest.

In this context, Shutdown and Destroy both behave the same. The guest
is not powered on upon creation.

4. Edit the vCPU count and Memory size.

Adjust the number of virtual CPUs and the amount of memory (in MBs) to
use for the guest. These fields are also manually editable test fields.
PMAC does not prevent over-subscription of these resources.

5. If this Guest is being created on a version of TVOE having support for
virtual guest watchdogs, the Enable Virtual Watchdog checkbox
displays. Set this checkbox according to whether or not watchdog support
is desired for this guest.

Page | 317 E91175-01




Platform 6.5 Configuration Guide

Procedure 92. Create Guest Server Using PMAC Application

Step | Procedure Results
5. PMAC GUI: A primary disk is specified by default. The Virtual Disks list can be edited to
[] Edit the change the details of the primary disk and to add virtual disks. The primary
primary virtual disk is used to install the OS. See the application requirements for the desired
disk settings.

Size (MB): By default, a primary disk is specified with the minimum size
supported by TPD.

Host Pool: The default vgguests storage pool is selected. Other pools that
have been configured on the TVOE can be selected from the options.

Host Vol Name: For the primary disk, this is filled in automatically based on
the guest name provided. It can be modified manually if needed. It must be
unigue among all disks on all guests hosted on the TVOE.

Guest Dev Name: For the primary disk, this value is not set. For added disks,
this is the alias used inside the TPD instance running on the guest. It helps
the application identify the disk.

Click Add at the top-right corner of the Virtual Disks pane if the application
requires extra virtual disks to be specified. Repeat for each extra disk.

Main Menu: VM Management

Tue Sep 08 20:27:09 2015 UT

[ Tasks -
VM Entities ) Create guest
Refresh [}
1+ B} Enc:50301Bay. 1F Summary  Virtual Disks ~ Virtual NICs

[z] & Enc:50301Bay 9F
[+] =} hostname02be2be444

Yirtual Disks Add  Delete

Primary  Size (MB} Host Pool Host Vol Hame Guest Dev Name
YES

vgguesis quesi3zimg
Vaguesls | datatimg ! DataBase: !

Create  Import Profile  Cancel
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Procedure 92. Create Guest Server Using PMAC Application

Step | Procedure Results
6. PMAC GUI: By default, the control network is configured, and is required for PMAC to
[] Add virtual install and upgrade the guest. If this is removed, one is added during the
NICs guest creation.

To add additional NICs, repeat this step for each virtual NIC.
Click Add at the top-right corner of the Virtual NICs pane.
Host Bridge: Select the desired bridge that has been previously configured on

the TVOE.

Guest Dev Name: This is the alias used inside of the TPD instance running on
the guest. It helps the application identify the network.

Main Menu: VM Management

[ e ~|[ Tasks =|
VM Enfities

Refresh )

[+ /2! Enc: 50301 Bay: 1F
[+ (= Enc 50301 Bay. 9F

[+ g hostnameld2beZneddd

Create guest

Jumimary Vifual Disks Virual HICs
Virtual NICs
Add  Delete
Host Bridge Guest Dav Hame
contral cantrol
flcortrol [N :

Repeat as needed for each vNIC.

Import Profile  Cancel
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Procedure 92. Create Guest Server Using PMAC Application

Step | Procedure

Results

7. PMAC GUI:
[] Create the

Verify the guest configuration and click Create.
If there was an immediate problem, an alert box displays to report the error,

guest and the values can be corrected and retried. Otherwise, the Info box confirms
the creation of a Background Task.
Main Menu: VM Management
We
Info  +i| Tasks =
Info
o + Successfully started the creation of the guest. (task: 92)
[+] = Enc:50301 Bay: 1F
= % Enc. 50301 Bay. 9F
testd
[+] 2} hostname02be2be44427
8. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitor the progress of the
] Monitor guest VirtAction: Create background task.
Create Main Menu: Task Monitoring
Wead Sep 09 14,17:53 2015 UTC
0 Task Status State Task Output 1
;j ; a0 ECrsato Guest iGuost:reatiDn completed (guesti2) ECOMDLETE ~
;] a7 Backup PM&C PMEC Backup successful COMPLETE
Storage configuration successful
_] a6 Configure Storage for lusriTKLC/amac/etc/storage/AppV  COMPLETE H/A
olume.xml
:l a3 File Transfar é::iﬂiﬂjlg!avl' File ransfer SUCcess COMPLETE j
j a1 Backup PM&C PMAC Backup successiul COMPLETE N/A
j 20 Backup PMEC PMEC BEacKup successiul COMPLETE na L
< >
Delete Completed  Delete Falled  Delete Selected
When the task is complete, the text changes to green and the Progress
column indicates 100%.
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11.2 Delete Guest Server Using PMAC Application

This procedure deletes a virtualized guest server on a TVOE host using the PMAC web GUI.

Prerequisite:

Note:

Enclosure containing the TVOE host blade server to host the guest has been configured

using 9.6 Add Cabinet and Enclosure to the PMAC System Inventory.

All data belonging to the guest server is lost in the execution of this procedure.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 93. Delete Guest Server Using PMAC Application

Step | Procedure Results
1. PMAC GUI: Open a web browser and type:
] Login https://<pmac_management network IP>
Login as guiadmin user.
2. PMAC GUI Navigate to Main Menu > VM Management.
[
3. PMAC GUI 1. Click + to expand the TVOE host that contains the guest server to delete.
[]

2. Select the guest to delete.

The guest details display on the right.

Main Menu: VM Management
Wed Sep 09 14:15:12 2015 UTC

Tasks ~
VM Entities o | View guest guest32
Refresh 1) VM Info Software  Metwork  Media
[+ =) Enc: 50301 Bay: 1F Summary  Vifual Disks  Virtual NICs
= Enc: 50301 Bay: 9F
=) guest3z Current Power State: Running ~
[t Set Power Statz On [v|

[+] hostname02be2bed4427
Changa
v Guest Name (Required). guest32
Host: fe80::21f:29ff.feee:489a
Number of vCPUs: 1
Memory (MBs). 2,048
VM ULID: e1a7%ed1-1a70-46bh5-9dd6- v

lone Guest Regenerate Device Mapping 150 Install 05

Click Delete.

4. Click OK to confirm.

Take a moment to double-check that the guest name is correct. There is
no further confirmation and the delete is final.
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Procedure 93. Delete Guest Server Using PMAC Application

Step | Procedure Results
4. PMAC GUI: Navigate to Main Menu > Task Monitoring to monitoring the VirtAction:
[] Monitor guest Delete background task.
deletion Main Menu: Task Monitoring
Wead Sap 09 14:32:18 2015 UTC
L1} Task Target Status State Task Qutput
M 91 Delete Guest Eﬂ::f;i:fl‘;'zw Guest deleton completed (Quest3?)  COMPLETE Hia A
B o Craate Guast ::Ejfl{illzitﬁ Guest craation completad (guest32) COMPLETE HiA
J a7 Backup PM&C PMEC Backup successful COMPLETE HiA
) Storage configuration successful
2 86 Configure Sterage for lusrTHLC/smac'etcistorage/AppV  COMPLETE HiA
olume.xml
= ) Enc:50301 Bay:1F ) _ E
B &3 FileTransker G[:l::?l:le:ilzm File fransfer success COMPLETE E]
j E:d ) Backup PMEC PMEC Backup successful COMPLETE HNiA
j 80 Backup PM&C PMEC Backup successful COMPLETE HiA
j 79 Backup PM&C PMEC Backup successhul COMPLETE Hit
j (L] Backup FM&LC PMEC Backup successml COMPLETE i e
< >
Delete Completed  Deelete Failed
When the task is complete, the text changes to green and the Progress
column indicates 100%.

11.3 Create Guest Server from Guest Archive Using PMAC Application

This procedure creates virtualized guest server from a guest archive image on a TVOE host, using the
PMAC web GUI.

Prerequisites:

¢ Enclosure containing the TVOE host blade server to host the guest has been configured using 9.6
Add Cabinet and Enclosure to the PMAC System Inventory.

e The TVOE host has been installed using 9.9 IPM Servers Using PMAC Application.

e The ISO image providing the guest archive image and profile has been provisioned using 9.8 Add
ISO Images to the PMAC Image Repository.

Notes:

e PMAC does not prevent over-subscription of memory or CPU resources.

e The guest archive profiles might not contain values for all required fields.

e The values provided by the guest archive profile can be overridden before the guest is created.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 94. Create Guest Server from Guest Archive Using PMAC Application

Step | Procedure Results
1. PMAC GUI: Open a web browser and type:
D LOgin https://<pmac_management network IP>

Login as guiadmin user.

PMAC GUI Navigate to Main Menu > VM Management.

PMAC GUI Click Create Guest.

e

Main Menu: VM Management
Tue Sep 08 20:37:09 2015 UTC

VM Entities 1 View host on 9F in enclosure 50301
Refresh {3 VMInfo = Software  MNetwork  Media
[+] = Enc: 50301 Bay. 1F Summary Bridges  Storage Pools  Memory

[+| 2 Enc: 50301 Bay 9F
[+] =) hostname02be2beddd Host Name: hostname6199ee5b4c5d
Location: bay 9F in enclosure 50301

Guests
L3
Name Status
test3 Running
testd Running

Create Guest
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Procedure 94. Create Guest Server from Guest Archive Using PMAC Application

Step | Procedure

Results

4. PMAC GUI

Click Import Profile.

[ Main Menu: VM Management
Wed Sep 09 14:15:1
[ infc ~]|[ Tasks +|
VM Entities @ | Create guest
Refresh {Q

[ Enc: 50301 Bay: 1F Summary  VirualDisks  Vitual NICs

[+ Enc: 50301 Bay: 9F

[+ = hostnamel2be20e44427

Set Power Statz On [v]
Guest Name (Required):
Host: Enc: 50301 Bay: 9F
13
Mumber of vCPUs: 1 I%
Memory (MBs). 4096 le
Available host memory: 2173
MB
WM UUID:
Enable Virtual Watchdog |+|
Creatz MUY Cancel
5. PMAC GUI Select the desired profile and click Select Profile.

Import Profile

ISO/Profile: Al EXA-4 0.0 40 8 0-872-9999-888--x86_64 => alexa (arch) »
ALEXA—4.0.0_“4Q.8}0—872-?99?-‘8}88—«86 64 => alexa (arch)

Num CPUs:
Virtual Disks:  prim = Size (MB) Pool TPD Dev
v 30720 >

NICs: Bridge  TPD Dev
control control —

m

imi imi
xmi

There may be multiple profiles on an ISO. Verify the details.
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Procedure 94. Create Guest Server from Guest Archive Using PMAC Application

Step | Procedure Results
6. PMAC GUI 1. The profile fills in the default name. If a different name is desired, type a
] Name that is something unique to the TVOE host. The name can be

identical to a guest on a different host.

From the Host options, select the TVOE host on which to create the
guest.

Guest Name (Required). alexal

Host:

1

Number of VCPUS | hostname02be2be44427
Memory (MBs). 4096

4

From the Set Power State options, select the initial power state for the
guest.

In this context, Shutdown and Destroy both behave the same. The guest
is not powered on upon creation.

Edit the vCPU count and Memory size.

Adjust the number of virtual CPUs and the amount of memory (in MBs) to
use for the guest. These fields are also manually editable test fields.
PMAC does not prevent over-subscription of these resources.

If this Guest is being created on a version of TVOE having support for
virtual guest watchdogs, the Enable Virtual Watchdog checkbox
displays. Set this checkbox according to whether or not watchdog support
is desired for this guest.
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Procedure 94. Create Guest Server from Guest Archive Using PMAC Application

Step | Procedure Results
7. PMAC GUI: A primary disk is specified by default. The disk image shows how the disk is
[] Edit the populated with the archive's image. The only fields that should be modified

primary virtual
disk

are the Host Pool and Host Vol Name columns.

Size (MB): By default, a primary disk is specified with the minimum size
supported by TPD.

Host Pool: The desired storage pool can be selected here. It is possible that
the profile did not specify a value for the storage pool. The GUI does not allow
you to continue until one is selected. When adding a new disk, the default
vgguests storage pool is selected.

Host Vol Name: For the primary disk, this is filled in automatically based on
the guest name provided. It can be modified manually if needed. It must be
unigue among all disks on all guests hosted on the TVOE.

Guest Dev Name: For the primary disk, this value is not set. For added disks,
this is the alias used inside the TPD instance running on the guest. It helps
the application identify the disk.

Click Add at the top-right corner of the Virtual Disks pane if the application
requires extra virtual disks to be specified. Repeat for each extra disk.

Main Menu: VM Management

Tue Sep 08 20:27:09 2015 UT
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Tasks ~
VM Enfities ) Create guest
Refresh )
[+] B} Enc:50301Bay. 1F Summary  Virtual Disks  Virtual NICs
[z] Ak Enc:50301Bay OF
[+] =} hostname02be2be444 " -

Virtual Disks e

Primary  Size (MB} Host Pool Host Vol Hame Guest Dev Name

YES 12258 vgguesis guesi32img
i MO 409004 Vaguesls | datatimg ! DataBase: !
»
Create  Import Profile  Cancel
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Procedure 94. Create Guest Server from Guest Archive Using PMAC Application

Step | Procedure Results
8. PMAC GUI: By default, the control network is configured, and is required for PMAC to
[] Edit virtual install and upgrade the guest. If this is removed, one is added during the
NICs guest creation.

To add additional NICs, repeat this step for each virtual NIC.
Click Add at the top-right corner of the Virtual NICs pane.
Host Bridge: Select the desired bridge that has been previously configured on

the TVOE.

Guest Dev Name: This is the alias used inside of the TPD instance running on
the guest. It helps the application identify the network.

Main Menu: VM Management

[ e ~|[ Tasks =|
VM Enfities

Refresh )

[+ /2! Enc: 50301 Bay: 1F
[+ (= Enc 50301 Bay. 9F

[+ g hostnameld2beZneddd

Create guest

Jumimary Vifual Disks Virual HICs
Virtual NICs
Add  Delete
Host Bridge Guest Dav Hame
contral cantrol
flcortrol [N :

Repeat as needed for each vNIC.

Import Profile  Cancel
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Procedure 94. Create Guest Server from Guest Archive Using PMAC Application

Step

Procedure

Results

9.
[

PMAC GUI:
Create the
guest

Verify the guest configuration and click Create.

If there was an immediate problem, an alert box displays to report the error,
and the values can be corrected and retried. Otherwise, the Info box confirms
the creation of a Background Task.

Main Menu: VM Management

o~ [ Tasks =

Info

We

o + Successfully started the creation of the guest. (task: 92)

[+] = Enc:50301 Bay: 1F
= % Enc. 50301 Bay. 9F

testd
[+] 2} hostname02be2be44427

PMAC GUI:
Monitor guest
create

Navigate to Main Menu > Task Monitoring to monitor the progress of the
VirtAction: Create background task.

Main Menu: Task Monitoring

Wead Sep 09 14,17:53 2015 UTC

D Task Status State Task Output I
! B 190 | Create Guest | Guest creation completad (questi2) | COMPLETE ~
;] a7 Backup PM&C PMEC Backup successful COMPLETE
Storage configuration successful
3 es Configure Storage for fusrTKLC/amacletc/storage/AppV COMPLETE HiA
olume.xml|
:l a3 File Transfar é::f‘lﬂffjlgﬂ\fl E File ransfer SUCcess COMPLETE j
[ERE Backup PM&C PMEC Backup successiul COMPLETE HIA
@ =0 BACKUp PMELC PMEC E3CKUP SUCCESSI COMPLETE nin v
< >
Delete Complated  Delete Falled  Delete Selected
When the task is complete, the text changes to green and the Progress
column indicates 100%.
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12. General TPD-Based Application Procedures

12.1 Back Up TVOE

This procedure backs up system files to use when restoring a failed system.
Note: The backup image is stored on a customer provided medium.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 95. Back Up TVOE

Step | Procedure Results
1. TVOE Host: Login as the platcfg user.
[] Login

TVOE Host: 1. Navigate to Maintenance > Backup and Restore > Backup Platform.

2.
[ Back up files Note: If this operation is attempted on a system without media (for

example, the CD/DVD), a No disk device available. This is
normal on systems without a CD ROM device message
displays. Ignore the message and press any key to continue.

2. Click Build ISO file only.

The Creating 1SO Image. . . message may display.

After the ISO is created, platcfg returns to the Backup TekServer Menu
screen. The ISO has now been created and is located in the
Ivar/TKLC/bkp/ directory. An example filename of a backup file created is
hostnamel307466752-plat-app-201104171705.iso0.

3. Click Exit on each menu until platcfg exits.

The SSH connection to the TVOE server terminates.

4. Log into the customer server and copy the backup image to the customer
server where it can be safely stored.

If the customer system is a Linux system, execute the following command
to copy the backup image to the customer system.

# scp tvoexfer@<TVOE IP Address>:/var/TKLC/bkp/*
/path/to/destination/

When prompted, enter the tvoexfer user password and press Enter.

# scp tvoexfer@<TVOE IP Address>:/var/TKLC/bkp/*
/path/to/destination/

tvoexfer@10.24.34.73"'s password:

hostnamel301859532-plat-app-301104171705.1is0 100% 134MB
26.9MB/s 00:05

If the customer system is a Windows system, refer to Appendix A Using
WinSCP to copy the backup image to the customer system.
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12.2 Configure NTP on TPD-Based Application

This procedure configures NTP servers for a server based on TPD.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 96. Configure NTP on TPD-Based Application

Step | Results
1. Login as the platcfg user on the server.
[]
2. Navigate to Network Configuration > NTP.
[]
3. Click Edit.
[I Edit Tims Sarvers Mang
[dit an existing NTF Server
Delete an existing NTFP Server B
EX1itT
4, Add, edit, and delete NTP servers as needed.
[] Remember that three (3) NTP sources are required.

Add an NTP server
1. Click Add a New NTP Server.

2. Type the Address, Hosthame (optional), Options.
3. Click OK.

Add an NTP Jerver

address:
Hostname (opricmal):
Opticns:

Edit an NTP server
1. Click Edit an Existing NTP Server.

2. Select the NTP server.
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Procedure 96. Configure NTP on TPD-Based Application

Step | Results

NIF server to &dic Manua

nrpserverd
ntpserverd
10.240.4:1
Exit

3. Editthe Address, Hostname (optional), Options.
4. Click OK.
E4it an NIP Server |

Address:
Hestmame (opsicnal):
Opriona:

Delete an NTP server
1. Click Delete an existing NTP Server.

2. Select the NTP server and press Enter.

NIF server t©o &dic Mena

nrpasrverd
ntpserverd
10.240.4.1
Exic

3. Click Yes to confirm deleting the NTP server.

5. Click Exit and Yes to restart the NTP server.
D Modified an enTtry in che ntp.caz\.t file:
Do you Want To IeJtast the ntp Service?
Yea
6. Click Exit on each menu until platcfg exits.
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12.3 Add SNMP Trap Destination on TPD-Based Application

This procedure adds an SNMP trap destination to a server based on TPD. All alarm information is then
sent to the NMS located at the destination.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 97. Add SNMP Trap Destination on TPD-Based Application

Step | Results
1. Login as the platcfg user on the server.
[
2. Navigate to Network Configuration > SNMP Configuration > NMS Configuration.
D '!; & londlon ; root
File Edit View Bookmarks Seftings Hel
Platform Conf 3.04 (C) 3 - 2011 Tekelec, Inc | options | A~
Hostname:
Community String
3. Click Edit.
[
4, Click Add a New NMS Server.
[]
5. Type the information related to SNMP trap destination and click OK.
[] —— Add an NMS Server ——

Hostname or IP: 1R
Port:

A |
snvP community String: N N
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Procedure 97. Add SNMP Trap Destination on TPD-Based Application

Step | Results

6. Click Exit and Yes to restart the service.
[ —— Modified an NMS entry in snmp.cfg file: }

Do you want to restart the Alarm Routing Service?

Click Exit on each menu until platcfg exits.

7.
[

12.4 Delete SNMP Trap Destination on TPD-Based Application
This procedure removes an SNMP trap destination on a server.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 98. Delete SNMP Trap Destination on TPD-Based Application

Step | Results

1. Login as the platcfg user on the server.

[

2. Navigate to Network Configuration > SNMP Configuration > NMS Configuration.
0| &
File Edit View Bookmarks Settings Help

Platform Configuration y 3.05 (C) - e N —| Options —

Hostname: hostnamel30

london : root % &

3. Click Edit.
[]
4, Click Delete an Existing NMS Server.
[]
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Procedure 98. Delete SNMP Trap Destination on TPD-Based Application

Step | Results

5. Select the NMS server and press Enter.
N NMS Server To Edit Menu

124 on port 100

Click Yes to confirm deleting the NMS server.

6. Click Exit and Yes to restart the service.
[I | Modified an NMS entry in snmp.cfg file:
Do you want to restart the Alarm Routing Service?
Yes [\
7. Click Exit on each menu until platcfg exits.

12.5 Install the NetBackup Client Application

This procedure installs or upgrades the NetBackup client software on an application server.

NetBackup is a utility that allows for management of backups and recovery of remote systems. The
NetBackup suite supports disaster recovery at the customer site.

Prerequisites:
e Application server platform installation has been completed.

¢ NAPD has been completed to determine the network requirements for the application server, and
interfaces have been configured.

o NetBackup server is available to copy, sftp, the appropriate Netbackup client software to the
application server.

e 12.11 Create LV and Filesystem for NetBackup Client Software.

Note: For the PMAC application deployed with NetBackup Volume option --netbackupvol the
guest virtual disk is created by deploy.

e Config file has been created if the version of NetBackup Client is not supported 12.13 Create
NetBackup Client Config File.

Notes:

e Platform 7.5 supports NetBackup 7.1, 7.5, and 7.6 clients. If the NetBackup Client being installed is
not supported, contact My Oracle Support (MOS) for guidance on creating a config file that allows for
installation of unknown NetBackup Clients. 12.13 Create NetBackup Client Config File can be used
once the contents of the config are known.

e Failure to install the NetBackup Client properly (that is, by neglecting to execute this procedure) may
result in the NetBackup Client being deleted during an Oracle software upgrade.
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If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 99. Install the NetBackup Client Application

Step | Procedure Results
1. Select and There are two methods to install NetBackup Client.
[] | perform a e If a customer has a way of transferring and installing the NetBackup client
NetBackup without the aid of TPD tools, then use Netbackup Client Install with
client nbAutolnstall. This is not common and if the answer is not known then do
installation path not use Netbackup Client Install with nbAutolnstall.

e If you do not use Netbackup Client Install with nbAutolnstall, use
NetBackup Client Install/Upgrade with platcfg.

2. Application 1. Use platform configuration utility (platcfg) to modify the hosts file with
[] Console: NetBackup server alias.
Modify the

Note: If NetBackup Client has successfully been installed, then you can
find the NetBackup server's hostname in the
lusr/openv/netbackup/bp.conf file. Itis identified by the
SERVER configuration parameter as is shown in the following
output:

hosts file

List NetBackup servers hostname:

$ sudo cat /usr/openv/netbackup/bp.conf

SERVER = NB76Server

CLIENT NAME = 10.240.117.134

CONNECT OPTIONS = localhost 1 0 2

Note: Inthe case of nbAutolnstall, the NetBackup client may not yet be

installed. For this situation, the /usr/openv/netbackup/bp.conf
cannot be used to find the NetBackup server alias.

2. Use platform configuration utility (platcfg) to update application hosts file
with NetBackup Server alias.

$ sudo su - platcfg
a. Navigate to Network Configuration > Modify Hosts File.

b. Click Edit.
{ Configure Hosts I

Address Aliases
127.0.0.1 localhost pmacDevB8 smacweb
::1 localhos=té. localdomainé localhosté
192,168,.1.101 =erver ppp0D
192 .168.1.102 client ppp0
192.168.1.103 server_pppl
192.168.1.104 client pppl
192.168.176.1 ntpserverl
192.168.176.45 nb70server

c. Click Add Host.
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Procedure 99. Install the NetBackup Client Application

Step | Procedure

Results

4 Host Action Henu F

Delete Host ’
Add Alias

Edit Alias
Delate Alias
Exic

d. Type information and click OK.

———————| Add Host |—

IF Address:
Initial Alias:

e. Click Exit on each menu until platcfg exits.

Application
Console:
Create to
server

]

Create a link for the application provided NetBackup client notify scripts to
path on application server where NetBackup expects to find them.

Note: Link notify scripts from appropriate path on application server for given
application.

$ sudo mkdir -p /usr/openv/netbackup/bin/

$ sudo 1ln -s <path>/bpstart notify

/usr/openv/netbackup/bin/bpstart notify

$ sudo 1ln -s <path>/bpend notify

/usr/openv/netbackup/bin/bpend notify

12.6 Change SNMP Configuration Settings for iLO2

This procedure changes the default SNMP settings for HP ProLiant iLO2 devices. Perform this procedure
for every HP ProLiant G1/G5/G6 blade and rack mount server on the network

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 100.Change SNMP Configuration Settings for iLO2

Step | Procedure

Results

1. iLO Web UI:
[] Login

1. Open a web browser and navigate to the IP address of the iLO device.

2. Click Continue to this website (not recommended) if prompted.

3. Login using an account with administrative level privileges.

e prmwewme

Integrated Lights-Out 2

HP Proliant

Login name:  admin

Password: esses

iLO Web Ul:
Management
screen

O™

1. Navigate to Administration > Management.
2. Select Disabled for each of the three SNMP alerts.
3. Click Apply Settings.

Integrated Lights-Out 2
[ oo lo b ¢
SNMP/Insight Manager Settings a

iLo 2 Configure and Test SNMP Alerts
Firmware

Licensing SNMP Alert Destination(s):

User
Administration | ILO 2 SNMP Alerts: enabla

=T
3 pisabied >
Access SNMP Pass-thru: 2 Ensblef ;@ Disabled

Netwark

Settings Forward Insight Manager Agent SNMP Alerts: 7 snable

LELE LU Configura Insight Manager Integration

Insight Manager Web Agent URL: https:// 12381

Level of Data Returned: Enabled |iLO 2+Seiver Association Data) +

il Soio

View XML Raply

iLO Web UL:
Verify settings

e

Navigate away from the SNMP Management page and then back to make
sure the settings are correct.

Click Log Out.

Repeat

Ea

Repeat for each iLO2 device on the network.
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12.7 Change SNMP Configuration Settings for iLO3 and iLO4

This procedure changes the default SNMP settings for HP ProLiant iLO3 devices. Perform this procedure

for every HP ProLiant G7 blade and rack mount server on the network.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 101.Change SNMP Configuration Settings for iLO3 and iLO4

Step | Procedure Results
1. iLO Web UI: 1. Open a web browser and navigate to the IP address of the iLO device.
[ Login 2. Click Continue to this website (not recommended) if prompted.

" < -
O (R BEGEEH o

A

Integrated Lights-Out 3
HP ProLiant

Firmware Version 1.20
ILOUSE124B6V7

3. Login using an account with administrative level privileges.
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Procedure 101.Change SNMP Configuration Settings for iLO3 and iLO4

Step | Procedure Results

2. iLO Web UI:
[] Management
screen

3. Click Apply.

iLO3 Web Ul:

ProLiant BL620c G7

O

Integrated Lights-Out 3

1. Navigate to Administration > Management.
2. Select Disabled for each of the three SNMP alerts.

L W

Local User: OAmp1337797170

iLO Hosiname:|LOUSE124B6V7

Home | [*SK

‘l Expand All
[ -] information
Overview
System Information
iLO Event Log
Infegraled Management Log
Diagnostics
Insight Agent
Remote Console

virtual Media
Power Management
[] Administration
iLO Firmware
Licensing
User Administration
Access Seffings
Security
l Metwork
Management

BL cClass

iLO4 Web UL:

| Management
Test SNMP Alerts
Alert Settin
iLO SHMP Alerts Disabled [+
Forward Insight Manager Agent 5
SNMP Alerts Disabled |~
SNMP Pass-thru Disabled | »

Configure SNMP Alerts

Send Test Alert

SNMP Alert Destination(s): |

Configure Insight Manager Integration

Insight Manager Web Agent
URL:

Level of Data Returned:

Enabled (iLO+Server Association Data)E

hitps-#/ hostname1304701476 2381

View XML Reply

iLO 4

ProLiant DL360p Gend

@

(2 L0 4: hostname1333954165...

Local User: root
iLO Hosiname HostnameTest IPTCPU.COM

Expand All
[ =] information
| Querview
System Information
iLO Event Log
Integrated Management Log
Active Health System Log
Diagnostics
Insight Agent
[+] Remote Console
Virtual Media
[+] Power Management
[ -] Administration
iLO Firmware
Licensing
User Administration
Access Seftings
Security
Network
Management

Management

Configure SNMP

Enable : @ Agentless Management ' SNMP Pass-thru

System Location:
System Contact:
System Role:
System Role Detail:

I

Read Community:

Trap Community:

[
|
SNMP Alert D I ‘
SNMP Port: 181
SNMP Alerts
Atert | sefioa___

iLO SHMP Alerts Disabled
Forward Insight Manager Agen .

SNMP Alerts Disabled [~]
Cold Start Trap Broadcast Disabled [+

—

Insight Management Integration

‘ HP System Management Homepage (HP SMH): ‘ htps:if [hostname 1333954165

| 2381

‘ Level of Data Returned:

\ |Enabled (iLO+Server Association Data) [+ ]

View XML Reply

iLO Web UL:
Verify settings

e

Click Sign Out.

Navigate away from the SNMP Management page and then back to make
sure the settings are correct.

Repeat

ke

Repeat for each iLO3 and iLO4 device on the network.
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12.8 Change SNMP Configuration Settings for iLOM

This procedure changes the default SNMP settings for ILOM devices. Perform this procedure for every
ILOM device on the network.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 102.Change SNMP Configuration Settings for iLOM

Step | Procedure Results
1. ILOM Web Ul: | 1. Open a web browser and navigate to the IP address of the ILOM device.
[ Login 2. Click Continue to this website (not recommended) if prompted.
3. Login using an account with administrative level privileges.
oRACLE
Oracler Integrated Lights Out Manager
: (L)
2. ILOM Web Ul: 1. Navigate to System Information > Summary.
N Management 2. Click Management Access.

Access screen

System Inloemason

Summary

View System sumanacy indoemation. You may also Chanpe power state and vew System status and §

Summary

Processors

Memory

Poms R ——
Cosang Systern Tipe Rack Mount

Storage Modet SUN FIRE X4270 M3

PNetworang Pant Numbes 3230849331

PCI Davices Serial Nurmber 1 34ENUE0PY

Furmware System ldentfiee
Open Prodlems (0) Syateen FHrware Wi sion 312128

Remote Conrod NOt Awarazio
00 1000 40 11 04
W 290 50 229

M 10E0 40 108

Primary Opecatn) System
Host Prisnaey MAC Address
LOM Agdress

ILOM MAC ASSress

HES! Mansernent
System Management
Power Manapement
LOM AQTemstaton

l2entHcabon
Loge Ovorsll Status: J/ OK  Total Problom Count 0
’ Subsystem 1 Siatus ] Detass
S0 M08 r
P --e- Processors | ¢f OK Processor Architecture: 86 A4-ta
OO Processor Sumenary Tweo infel Xeon Process
Configuration Managem| I o ory & oK Instabed RAM Sire 120 GO

Click the SNMP tab.
Unmark the Enabled checkbox.
Click Save.
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12.9 Install NetBackup Client with nbAutolnstall

This procedure enables TPD to detect automatically when a NetBackup client is installed and completes
TPD-related tasks needed for effective NetBackup client operation. With this procedure, the NetBackup
client install (pushing the client and performing the install) is the responsibility of the customer and is not
covered in this procedure.

Notes:

¢ If the customer does not have a way to push and install the NetBackup client, then use 12.10
Install/lUpgrade NetBackup Client with platcfg.

e This procedure must be executed before the customer does the NetBackup client install.
Prerequisites:
e Application server platform installation has been completed.

e NAPD has been completed to determine the network requirements for the application server, and
interfaces have been configured.

o NetBackup server is available to copy, sftp, the appropriate NetBackup client software to the
application server.

o Filesystem for NetBackup client software has been created using 12.11 Create LV and Filesystem for
NetBackup Client Software.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 103.Install NetBackup Client with nbAutolnstall

Step | Results

1. Complete workaround to prepare the server, if workaround is required as directed by My Oracle
[] Support (MOS).

2. Enable nbAutolnstall.
D $ sudo /usr/TKLC/plat/bin/nbAutoInstall --enable

The server periodically checks if a new version of the NetBackup client has been installed and
performs necessary TPD configuration accordingly.

At any time, you can now push and install a new version of the NetBackup Client.

12.10 Install/Upgrade NetBackup Client with platcfg

This procedure pushes and installs NetBackup client using platcfg menus.
Prerequisites:
e Application server platform installation has been completed.

¢ NAPD has been completed to determine the network requirements for the application server, and
interfaces have been configured.

e NetBackup server is available to copy, SFTP, the appropriate NetBackup client software to the
application server.

o Filesystem for NetBackup client software has been created. Execute 12.11 Create LV and
Filesystem for NetBackup Client Software, if the application installed on the server does not provide
an alternative to creating the NetBackup logical volume.

e Config file has been created, if the version of NetBackup Client is greater than 7.5.0.0.
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If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 104.Install/Upgrade NetBackup Client with platcfg

Step | Procedure Results
1. Application 1. Log into iLO with Internet Explorer using the password provided by the
[] Server iLO: application.
Logy1and:ﬁan http://<management server iLO IP>
the integrated . iy -
2. Click on the Remote Console tab and open the Integrated Remote
remote console
Console on the server.
3. Click Yes if the Security Alert displays.
2. TVOE If the application is a guest on a TVOE host, login with application admusr
[] Application credentials.
Server iLO: Note: On a TVOE host, if you open the virsh console, for example, $ sudo
Login /usr/bin/virsh console X Or from the virsh utility virsh #

console X command and you get garbage characters or the output is
not correct, then there is likely a stuck virsh console command
already being run on the TVOE host. Exit out of the virsh console, run
ps -ef |grep virsh, and then kill the existing process ki1l -9
<pID>. Then execute the virsh console x command. Your console
session should now run as expected.

Log into the application console using virsh and wait until you see the login

prompt:

$ virsh

$ virsh list --all

Id Name _______________=¢ State
13 myTPD running

20 applicationGuestName running

$ virsh console applicationGuestName

[Output Removed]

Starting ntdMgr: [ OK ]

Starting atd: [ OK ]

'TPD Up' notification(s) already sent: [ OK ]
upstart: Starting tpdProvd...

upstart: tpdProvd started.

CentOS release 6.2 (Final)

Kernel 2.6.32-220.17.1.el6prerel6.0.0 80.14.0.x86 64 on an
x86_64

applicationGuestName login:
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Procedure 104.Install/Upgrade NetBackup Client with platcfg

Step | Procedure Results

3. Application $ sudo su - platcfg

[] | Console: 1. Navigate to NetBackup Configuration.
Configure ) _
NetBackup 2. Click Enable Push of NetBackup Client.
client on NetBackup Configuration Henu }—
application
server

Verify NetBackup Client Push
Install NetBackup Client I

Verify NevBackup Client Installation
Remove File Transfer User
Exit

3. Click Yes to initialize the server and enable the Netbackup client software
push.

| Enable Push of Netbackup Client |

Do you wi=h to initialize thi= server for NetBackup Client?

4. Type the NetBackup password and click OK.
_| Enter nethackup Password |—

Enter Passwvord:
Re-enter Password:

If the version of NetBackup is 7.6.0.0 or greater, follow the instructions
provided by the OSDC download for the version of NetBackup that is
being pushed.

Navigate to NetBackup Configuration > Verify NetBackup Client Push.

Verify the list of entries indicate [OK] for the NetBackup client software
environment and click Exit.
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Procedure 104.Install/Upgrade NetBackup Client with platcfg

Step | Procedure Results
4, NetBackup Notes:
[1 | Server: Push |, The NetBackup server is not an application asset. Access to the
appropriate NetBackup server, and location path of the NetBackup client software is
NetBackup under the control of the customer. These steps are required on the

client software
to application
server

NetBackup server to push the NetBackup client software to the application
server.

e These steps assume the NetBackup server is executing in a Linux
environment.

e The backup server is supported by the customer, and the backup utility
software provider. If this step, executed at the backup utility server, fails to
execute successfully, STOP and contact My Oracle Support (MOS) for the
backup and restore utility software provider being used at this site.

e The NetBackup user on the client is a new user that requires the operator
to change the password immediately. The operator should log into the
client to change the initial password.

1. Log into the NetBackup server with the password provided by customer.

2. Execute the sftp_to_client NetBackup utility using the application IP
address and application NetBackup user:

# ./sftp to client 10.240.17.106 netbackup

Connecting to 10.240.17.106...

Password:

You are required to change your password immediately (root
enforced)

Changing password for netbackup.
(current) UNIX password:

New password:

Retype new password:

sftp completed successfully.

The root user on 10.240.17.106 must now execute the command "sh
/tmp/bp.26783/client config [-L]". The optional argument, "-
L",1is used to avoid modification of the client's current bp.conf
file.
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Procedure 104.Install/Upgrade NetBackup Client with platcfg

Step | Procedure Results
5. Application 1. Navigate to NetBackup Configuration > Install NetBackup Client.
N ICIE;?:”OIE: 2. Click Yes to install the NetBackup client software.
NetBackup I Install NetBackup Client [
client software
onthe Do you wish to install the NetBackup Client?
application
server
3. Click Exit to return to the NetBackup Configuration menu.
6. Application 1. Navigate to NetBackup Configuration > Verify NetBackup Client
[] Console: Installation.
Verity 2. Verify list entries indicate [OK] for NetBackup client software installation.
NetBackup
client SOftWare | fom - toore tie = 701 c1icms 5o smtaion D o eEAtaen
installation on | fon - G swcjese
the application | fa = oo st
server e Sy
(OF]  coms Stmcmee
[OK] pkgEeesp: S¥HCnbolt
[OK] - rpm: VRETSphx
[OK] pkgFesp: VRTSphx
3. Click Exit to return to the NetBackup Configuration menu.
7. Application 1. Navigate to NetBackup Configuration > Remove File Transfer User.
[ gpni?le: 2. Click Yes to remove the NetBackup file transfer from the application
Isable server.
NetBackup

client software
transfer to the
application
server

] |

| Remove File Transfer User |

Do you wish to remove the filetransfer user?
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Procedure 104.Install/Upgrade NetBackup Client with platcfg

Step | Procedure Results
8. Application $ sudo cat /usr/openv/netbackup/bp.conf
[] Console: SERVER = NB76Server
Verify the CLIENT NAME = 10.240.117.134
server has CONNECT OPTIONS = localhost 1 0 2
been added to -
the
/user/openv/
netbackup/
bp.conf file
9. Application Exit platform configuration utility (platcfg).
[] ConsoleiLO
12.11 Create LV and Filesystem for NetBackup Client Software

This procedure configures storage for the NetBackup client. This prevents a disk shortage in the /usr/
filesystem.

Prerequisite:

The volume group where the NetBackup logical volume resides has been previously

determined. You can determine what space is available in each volume group by running
the vgs command and looking at the VFree column. Ultimately, applications should
decide the volume group where the NetBackup LV should reside.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 105.Create LV and Filesystem for NetBackup Client Software

Step | Procedure Results

1. Server: Login | Login as the admusr user

[]

2. Server: Create | $ sudo echo "lv --mountpoint=/usr/openv --size=5G --

[] a storageMgr name=netbackup lv --vg=$VG" > /tmp/nb.lvm
configuration This example uses the $VG as the volume group. Replace $VG with the
file that defines | desired volume group as specified by the application group.
the LV to be
created

3. Server: Create | $ sudo /usr/TKLC/plat/sbin/storageMgr /tmp/nb.lvm

[] |theLVand This creates the LV, formats it with a filesystem, and mounts it under

filesystem by
using
storageMgr

/usr/openv/. For example:
Called with options: /tmp/nb.lvm

VG vgguests already exists.

Creating 1lv netbackup 1lv.

Volume netbackup lv will be created.
Success: Volume netbackup lv was created.
Creating filesystem, this may take a while.
Updating fstab for 1lv netbackup 1v.

Configuring existing 1lv netbackup 1lv.
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12.12 Migrate NetBackup Client to New Filesystem

This procedure migrates the installed files for NetBackup client from the /usr/ filesystem to a filesystem
dedicated to NetBackup client.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 106.Migrate NetBackup Client to New Filesystem

Step | Results

1. From the server, login as the admusr user.
[]

2 Stop the NetBackup services.

[] $ sudo service netbackup stop

$ sudo service vxpbx exchanged stop

Bind mount /usr/openv to a temporary mount point.
$ sudo mkdir /tmp/openv

[

$ sudo mount --bind /usr/openv /tmp/openv

4, Create the LV and filesystem using 12.11 Create LV and Filesystem for NetBackup Client
[] Software.

Move all contents of /tmp/openv to /usr/openv.

$ sudo mv /tmp/openv/* /usr/openv

9

Unmount bind mount and remove mount point.

$ sudo unmount /tmp/openv

e

$ sudo rmdir /tmp/openv

Start the NetBackup services.

$ sudo service vxpbx exchanged start

X

$ sudo service netbackup start

12.13 Create NetBackup Client Config File

This procedure copies NetBackup Client config file into the appropriate location on the TPD based
application server. This config file allows a customer to install previously unsupported versions of
NetBackup Client by providing necessary information to TPD.

The contents of the config file are provided by My Oracle Support (MOS). Contact My Oracle Support
(MOS) you are attempting to install an unsupported version of NetBackup Client.

Prerequisites:
e The TPD-NetBackup RPM has been installed on the server.
e The contents of the NetBackup Client config file are known.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 107.Create NetBackup Client Config File

Step | Procedure Results
1. Server: Create | Create the NetBackup client config file on the server using the contents that
[] NetBackup were previously determined. The config file should be placed in the
client config file | /usr/TKLC/ plat/etc/netbackup/profiles directory and should follow the
following naming NB$ver.conf conventions. Where $ver is the client version
number with the periods removed. For the 7.5 client the value of $ver would
be 75 and the full path to the file would be
lusr/TKLC/plat/etc/netbackup/profiles/NB75.conf.
Note: The config files must start with NB and must have a suffix of .conf.
The server is now capable of installing the corresponding NetBackup
client.
The server is now capable of installing the corresponding NetBackup client.
2. Server: Create | Create the NetBackup client config script file on the server using the contents
] NetBackup that were previously determined. The config script file should be placed in the

client config file
script

lusr/TKLC/plat/etc/netbackup/scripts directory. The name of the NetBackup
client config script file should be determined from the contents of the
NetBackup client config file. As an example for the NetBackup 7.5 client the
following is applicable:

NetBackup client config:
lusr/TKLC/plat/etc/netbackup/profiles/INB75.conf

NetBackup client config script:
lusr/TKLC/plat/etc/netbackup/scripts/NB75

13. TVOE Host Procedures

13.1 Enable Virtual Guest Watchdogs as Appropriate for the Application

This procedure describes how to use the PMAC application on the management server to enable the
virtual guest watchdog on VM guests after upgrading a TVOE VM host to a version that adds watchdog
support (TVOE version 2.0.0_80.11.0 or later).

Prerequisite:

or later.

One or more installations of TVOE have been upgraded to TVOE version 2.0.0_80.11.0

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 108.Enable Virtual Guest Watchdogs as Appropriate for the Application

Step | Results
1. On the PMAC managing each newly upgraded TVOE server, navigate to Main Menu > VM
[] Management on the PMAC GUI.
2. From the VM Entities list, locate the host just upgraded and click + to expand the list of VM
] guests.
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Procedure 108.Enable Virtual Guest Watchdogs as Appropriate for the Application

Step | Results
3. Select each VM guest on the TVOE host where virtual watchdog support is needed:
[ 1. Shut down the VM guest by setting its power state to Shutdown and clicking the adjacent

Change to. Wait for the shutdown to complete as indicated by the Current Power State field

of the GUI.
Click Edit to enter edit mode for this VM Guest.
Mark the Enable Virtual Watchdog checkbox.

o 0 > 0N

Click Save and wait for the edit operation to finish.

Start the VM guest by setting the power state to On and clicking Change to.

When the VM Guest's power state indication shows Running, proceed to the next VM guest
on this host.

13.2 Configure TVOE NetBackup Client

This procedure sets up and installs the NetBackup client on a TVOE host.

Note:

Once the NetBackup Client is installed on TVOE, the NetBackup Master should be configured to
back up the following file from the TVOE host.

Ivar/TKLC/bkp/*.iso

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 109.Configure TVOE NetBackup Client

Step | Procedure Results
1. TVOE Server: | Login as the admusr user.
[] Login
2. TVOE Server: $ sudo 1ln -s /usr/TKLC/plat/share/netbackup/60netbackup.ipt
N Open firewall /usr/TKLC/plat/etc/iptables/
ports for $ sudo 1n -s /usr/TKLC/plat/share/netbackup/60netbackup.ipt
NetBackup /usr/TKLC/plat/etc/ip6tables/
$ sudo /usr/TKLC/plat/bin/iptablesAdm reconfig
3. TVOE Server: $ sudo platcfgadm --show NBConfig
[] Enable platcfg | $ sudo platcfgadm --show NBInit
to show the $ sudo platcfgadm --show NBDeInit
NetBa.CkUp $ sudo platcfgadm --show NBInstall
menu items $ sudo platcfgadm --show NBVerifyEnv
$ sudo platcfgadm —--show NBVerify
4. TVOE Server: Using the vgguests volume group, execute 12.11 Create LV and Filesystem
[] Create LV and | for NetBackup Client Software to create an LV and filesystem for the

filesystem for
NetBackup
client software

NetBackup client software.
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Procedure 109.Configure TVOE NetBackup Client

Step | Procedure Results

5. TVOE Server: Execute 12.5 Install the NetBackup Client .

[ Install Note: Skip any steps relating to copying NetBackup notify scripts to /usr/
NetBackup openv/netbackup/bin. The TVOE NetBackup notify scripts are taken
client software care of in the next step.

0. TVOE Server: $ sudo 1ln -s /usr/TKLC/plat/sbin/bpstart notify

[] Create soft /usr/openv/netbackup/bin/bpstart notify

links for TVOE
specific
NetBackup
notify scripts

$ sudo 1ln -s /usr/TKLC/plat/sbin/bpend notify
/usr/openv/netbackup/bin/bpend notify

Appendix A. Using WinSCP

This procedure demonstrates how to copy a file from the management server to your PC desktop.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 110.Copy a File from the Management Server to the PC Desktop

Step | Procedure Results
1. Download the http:winscp.net/eng/download.php
[] WinSCP
application
2. Connect to the | After starting this application, navigate to Session and enter:
[] management <management_server_IP> into the Host name field, root into the User name
server field, and <root_password> into the Password field.
Click Login.
wescProsm 2 x|
Session Session
Sored sessions Host name Port rumber
Logging [10.240.4 204 | 2=
Ernaronmeart =i
E_"-“f — Usar name Bassword
::1:: ’ f::'. [ttt-iuui
. i'-"?" 4 Prvate ey fie
Prooxy
| =
My smozhange Pratocal
Authentbcstion Zie prtoze SFTP | | Alow SCPfalback
Bugs
Preferences
Select color I
I Advanced opbors
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Procedure 110.Copy a File from the Management Server to the PC Desktop

Step | Procedure Results

3. Copy the target | On the left is your own desktop filesystem. Navigate within it to Desktop

] file from the directory. On the right side is the management server file system. Within it,
management navigate into the location of the file you would like to copy to your desktop.
server Highlight the file in the management server file system by pressing the insert

key, and then press F5 to copy the file.
upgrade - root10.240.4.244 - WinSCP CER
Locd Mak Fied Commands Sesson Options Ramcte Mebp
[+ D B OELS RN : Onf it - 9
Joeitp « 5 . ¥/ S 3 } LWk ° 35 (e 8ad 3 T
IR S e ThLC g |
hwe f e Tvw A New | Se Owoed »
L Parert drectory  tats_court ) N0 6
ety Fim Fokder satoees bog ) NS

i Cphg y

2 g 498 7
f':)-';‘ g ! 4.01% o
= o g 2 229 AR
e el N s M
b | e reR oo N

2 o ade i .00

) O o g .
H wwrade og 0 M2 YXNI011 4
= woorade by o415 4
v Hogemiog 290 YN0t
s » " o
R EEMEn I XOMBY 2B B \a?
P Fivename J Fatse U3P5Copy 3 F6Move [ F7 CresteCvectory XX P8 Dsiete Jf o Poperties f\ F10 Qut
8 s 02413
4, Close the Press F10 and click OK to confirm terminating the session.
] WinSCP
application

Appendix B. Install P2000 MSA USB Driver

The P2000 USB driver allows Microsoft Windows to recognize the USB port on HP StorageWorks P2000
G3 MSA Controllers. This appendix describes how to install the driver on your laptop.

Prerequisite: 9.8 Add ISO Images to the PMAC Image Repository has been completed using the HP
MISC firmware 1SO image.

Note: If you are unable to detect the P2000 array after installing the USB driver, power cycle the P2000
array once.

Needed Material
e HP MISC firmware ISO image
e [3] HP Solutions Firmware Upgrade Pack, Software Centric Release Notes

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 111.Install P2000 MSA USB Driver

Step | Procedure Results
1. Management Copy the following from the management server to your PC using an SCP
[] Server: Obtain | client.
the USB driver /usr/TKLC/smac/html/TPD/HPFW-—-872-2488-XXX~-—
executable HPFW/files/<USB Driver>.exe
Windows users need to refer to Appendix A Using WinSCP to copy the zip file
to you PC.
Refer to [3] HP Solutions Firmware Upgrade Pack, Software Centric Release
Notes to select the correct file to copy.
2. Microsoft Click the USB Driver executable on your laptop. If a security window displays
[] Windows asking whether to run the executable, click Run.
Laptop: -
Initiate the %" HP Package Setup @
setup wizard HP Setup is ready to install the contents of this package. Press Install' to run the
installation program or press 'Extract..’ to only extract the files.
HP StorageWorks P2000 MSA USB Driver -|nsta||
“ersion: 1.0.0.5 -
The P2000 USB Driver allowys Microsoft Windows to recognize the USB
Port on HP StorageWorks P2000 G3 MSA Controllers.
3. Microsoft Click Install.
[] Windows E

Laptop: Agree
to installation

% HP Setup
HP StorageWorks P2000 MSA USB Driver

Software Version: 1.0.0.5

Setup is ready to beain the install process. Please review information about the cumrent
package below before continuing:

9

The software is not installed on this system, but is supported for installation.

Press Install' to continue with the installation process or press Close' to exit
Setup.

[ Install I [

In the next window, click | agree to proceed with the installation.

Close
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Procedure 111.Install P2000 MSA USB Driver

Step | Procedure

Results

4, Microsoft
[] Windows
Laptop: Select

Click Browse to select the folder where to install.

@ HP StorageWorks P2000 USB Driver 1.0.0 (Build 5... [= | 1/[X]

installation
director Setup will install HP StorageWorks P2000 USE Driver 1,0.0 {(Build 5 in the
y Eﬂ following Folder. Toinstall in a different Folder, click Browse and select
another folder, Click Install to start the installation,
Destination Folder
iles\Hewletk-PackardiHardwareProviders\MSAZ000YUSE Browse. .. |
Space required; 2,.4MB
Space available: 52.3GE
Cancel I < Back | Install
Click Install.
5. Microsoft Click Close.
[] Windows =
Laptop: Verify | [EElaldeadly FZI
installation

HF StorageWorks P2000 MSA USB Driver

Software Version: 1.0.05

The installation process has completed. Please review information about the install process
below:

. The installation procedure was completed successfully.

You may look at the setup log file for more details if desired.
Additional Information:

The installation loq file for this product is available at : %
PROGRAMFILES*\Hewlett-Packard\HardwareProvidersh\M 542000
SUSBSinstall log

Press the ‘Close’ button to exit Setup.

Cloze
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Appendix C. Determine which Onboard Administrator is Active

This procedure determines which onboard administrator is active in an enclosure with two OAs.
Prerequisite: 7.2 Configure Initial OA Settings Using the Configuration Wizard

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 112.Determine which Onboard Administrator is Active

Step | Procedure Results
1. OA GULI: Open a web browser and navigate to the IP address of one of the
] Determine administrators.
which OA is http://winscp.net/eng/download.php
active

If you see the following screen, you have navigated to a GUI of the standby
OA as indicated by the red warning. In such a case, navigate to the other
Onboard Administrator IP address.

2

HP BladeSystem Onboard Administrator

R L N
vt 0 e e @ — ——
bt v ———.

If you navigate to the active Onboard Administrator GUI, the enclosure
overview table is available in the left part of the login screen.

2

HP BladeSystem Onboard Administrator

e L 8 e b e y— . ahe p—
—— . R AT L S a———
—— s —— ——
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Appendix D. PMAC Features Configuration

Appendix D.1 Overview

PMAC configuration manages identified software features. Features implemented by PMAC may be
defined as editable in profiles used during PMAC Initialization. This is typically decided and specified in
profiles by developers. When a feature is defined as editable, it may be managed by authorized users
using the PMAC GUI or CLI. Features may be enabled or disabled, and their associated role may be
changed (used for features that expose or configure services on a network interface basis.

Appendix D.2 Enabling Features

Enabling features may affect available APIs (that is, fail the requests), configure services (for example,
configure TFTP), or configure the host firewall. From the CLI, you may administratively disable a feature
to block actions temporarily. This is useful for NetBackup to prevent actions affecting the backup images,
or netConfig to prevent conflicts with TFTP services. Administratively disabled services are either
enabled manually or enabled when PMAC is restarted.

Appendix D.3 Editing Roles

Feature roles are used to associate a feature with a particular set of interfaces. This is used to manage
the host firewall or configure services. New roles may be defined and applied to dedicated interfaces.

For instance, NetBackup is often provided a unique role. You should understand the network and product
before changing roles. The control, management, and NetBackup roles are currently used by products.
PMAC was designed to be flexible, so you are able to create roles and map them to interfaces as desired
(that is, expanding a system may need to add new non-contiguous networks for control or management).

Appendix D.4 Features

Features are declared as user editable by profiles. The current PMAC 6.5 TVOE profile exposes the
following features:

e DEVICE.NETWORK.NETBOOT is used to allow netConfig to initialize Cisco 3020 switches that use
TFTP. ltis typically enabled on the "management” role.

e DEVICE.NTP allows devices to use PMAC as an NTP server. By default, the port is blocked by the
firewall.

¢ PMAC.MANAGED allows remote systems to access the SNMP service on PMAC.
¢ PMAC.REMOTE.BACKUP is another optional feature.
¢ PMAC.NETBACKUP is an optional feature that should be enabled if NetBackup is used.

¢ PMAC.IPV6.NOAUTOCONFIG is an optional feature that disables auto-configuration of IPv6 on
PMAC interfaces.

To add features as editable, they must be declared in the profile during PMAC Initialization. If PMAC is in
service, you must use the CLI to reset and re-initialize PMAC. To prevent profile changes from being lost
during upgrade, you should avoid modifying profiles delivered with PMAC. Best practice is to copy the
profile and edit this version.

Appendix D.5 GUI Usage

From the PMAC GUI, navigate to Administration > PMAC Configuration > Feature Configuration.
Click Apply to reconfigure the platform.
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Appendix D.6 CLI Usage

The pmacadm CLI allows features to be modified also. This is the only interface to disable a feature
administratively. The options on the pmacadm command map to integers for the enable/disable states
(Seelnan pmacadm)

For example, to disable the DEVICE.NETWORK.NETBOOT feature:

$ sudo /usr/TKLC/smac/bin/pmacadm editFeature --featureName=DEVICE.NETWORK.NETBOOT --
enable=0

$ sudo /usr/TKLC/smac/bin/pmacadm resetFeatures

Appendix E. Access and Exit a Server Console Remotely Using iLO

This procedure accesses a server console remotely.

Steps within this procedure may refer to variable data indicated by text within <>. Refer to this table for
the proper value to insert depending on your system type.

Variable Value
<ilo_admin_user> Privileged username for HP iLO access
<ilom_admin_user> Privileged username for Oracle RMS ILOM access

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Appendix E.1 Access a Server Console Remotely

Procedure 113.Access a Remote Server Console

Step | Procedure Results

1. Access the Using a laptop or desktop computer connected to the customer network,
[] iLO/ILOM GUI navigate with Internet Explorer to the IP address of the iLO/ILOM on the
management server.

Click Continue to this website (not recommended) if prompted.
Log into the iLO as the <iLO_admin_user>.

2. If the iLO isan | The iLO GUI indicates the iLO version as iLO 2 ("Integrated Lights-Out 2"),
[] iLO2: iLO 3, iLO 4, etc. If thisis an iLO 2, perform the following Hot Key
Configure hot configuration:
keys 1. Click the Remote Console tab.

2. Click the Settings menu item and the Hot Keys sub-tab.

3. Inthe row starting with Ctrl-T, change the first dropdown to L_CTRL and
the second dropdown to ] (right bracket). The rest of the dropdowns in the
row should be NONE.

4. In the row starting with Ctrl-v, change the first drop down to L_CTRL, the
second dropdown to R_Shift, and the third dropdown to -. The rest of the
dropdowns in the row should be NONE.

5. Click Save Hot Keys. As a result, pressing Ctrl-T rather than Ctrl-] exits
the console of a TVOE guest and returns to the console of the TVOE host.
Pressing Ctrl-v disconnects the switch console session.
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Procedure 113.Access a Remote Server Console

3. Open the For HP servers:
[] | remote console Click the Remote Console tab and select Remote Console to open the
window remote console in a new window.

If prompted, click Continue on the Security Warning screen.
For Oracle rack mount servers:

Click Launch beside the Remote Console in the Actions frame.

Click Continue if a Security Warning screen displays.

Click Run.
4, Log into the In the Remote Console window, log into the console as the admusr.
[] console Login as: admusr
Password:

Last login: Fri Oct 6 17:52:28 2017

[admusr@tvo ~]$

Appendix E.2 Exit a Guest Console Session on an iLO

This procedure exits a guest console session on an iLO.
Enter the control sequence for the iLO version.

If the main iLO GUI window indicates that this is an iLO2 (Integrated Lights-Out 2), press Ctrl-T.
Otherwise, press Ctrl-]. This step corresponds to the configuration of iLO 2 Hot Keys performed in
Appendix E.1, step 2.

Appendix F. Attach an ISO Image to a Server Using iLO or iLOM

Appendix F.1 Attach an ISO Image to an HP Server Using iLO

This procedure attaches an ISO image to an HP server.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.
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Procedure 114.Attach an ISO Image to an HP Server Using iLO

Step | Procedure Results
1. Local Log into the ProLiant Server using Internet Explorer:
[] | Workstation: https://<ilo IP>/
Access the ILO - :
Username: <ilo_admin_user>
Web GUI and T
login Password: <ilo_admin_password>
Integrated Lights-Out 2
HP Proliant
LOgIﬂ name:
Password:
[ login ]  Clear |
2. Local If the iLO GUI indicates Integrated Lights-Out 2, then continue to the next
[] Workstation: step.
Determine iLO | |f the iLO GUI indicates Integrated Lights-Out 3 or Integrated Lights-Out 4,
version then continue to step 8. .
3. iLO2 Web GUI: | Navigate to Summary -> Virtual Media.
] Access virtual =

media

0 Integrated Lights-Out 2 | .

RRRAPNRIIE omote Console | Vietusl Media | Power Mansgement | Admesstration |

Status Summary

Summacy Server Name: hostname 1272038151 Proliant DLI80 G
Systen Serial Number / Product TD:  USES2INSSH / 494329-821
f " vuID: JIIAI0I4-3902-5355-4509- 320146055348
System ROM: P62 0X/27/2009; backup system ROM: O/ 27/2009

System Health
Internal Mealth LED:

Server Power:

UID Light:

Last Used Remote Console
Latest IML Entry:

WO 2 Name:

O Ok
B © o

POST Error: 1770-Femware Upgrade Regured

ILOUSEQ2 INSSH

Conscle
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Procedure 114.Attach an ISO Image to an HP Server Using iLO

Step | Procedure Results

4, iLO2 Web GUI: | Click Virtual Media Applet.

[] Open Virtual
Media Applet

NIRRT e o

Virtual Meda

Virtual Media

[ virtual Media Applet
CONnEcT the foppy tiskette, CO/OVD-ROM or USS
ppedr 0CA to the server dunng system boot or

You may also connect virtudl meda from withen th

Othar virtual medsa options exxst for users that wa
Interface.

Virtual Media Status

Virtual CD/DVD-ROM: Not connected
Virtual Floppy /USB key: Not connected

Click Yes to acknowledge the security warning. If other screens display,
acknowledge them as well.

iLO 2 VM

9

ISO file ref

erenced this appendix.

Virtusl Medx: hostname 1272038151

Vbl FireooytUSEsey

~ LocMMeda Onve  [hicoe »| Conmect ]
CLockimagere | | L.J @

I Force read-only sccess

Vitusl COOVD-ROM

I Locel Medka Deve: ] Conmet ] o

r* Local image Foe) Brm' g

Sabect 2 bocal &rive o the Bt Create Duk image

Select the ISO image file and click Open.

In the Virtual CD/DVD-ROM panel, select the Local Image File option and
Applet: Select | click Browse. Navigate to the ISO image file specified by the procedure that
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Procedure 114.Attach an ISO Image to an HP Server Using iLO

Step | Procedure Results

6. iLO 2 VM Click Connect to create a virtual DVD-ROM connection to the 1SO image file.
[] Applet: Create
a virtual drive
connection

DO NOT close the applet and return to the browser window with the iLO Web
GUL
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Procedure 114.Attach an ISO Image to an HP Server Using iLO

Step | Procedure

Results

7. iLO2 Web GUI: | Click on the Remote Console tab.

[] Open Remote

Click Remote Console.

Console applet

O Integrated Lights-Out 2

ESITEIIIR Remote onscle [KCTIT A

Remote Console Information

Integrated Remote Console Fullscreen
Re-s2¢ the Integrated Remote Conscle to the same dsplay ¢

desktop

[ Remote Console
arcwss thesystem KvM from 3 Java applet-based console re

Remote Serlal Console
Access 3 VT320 senal console from 3 Java applet-based con
the avadabdty of 3 JVvM

ri Integrated Remote Console
AcCcess the system KVM and control Virtual Power & Med) fin

Click Yes to acknowledge the security warning. If other screens display,
acknowledge them as well.

Return to procedure that referenced this appendix.

iLO3/iLO4
Web GUI:
Open Remote
Console applet

[

System hformaton
LO3EventLog

integrated Management Log
Diagnostics

nsght Agent

——

B Virtual

B Power Management
B Administration

B 8L cClass

Java Integrated Remote Console

From the left side menu, click Remote Console.
Click Java Integrated Remote Console.
Integrated Lights-Out 3

Remote Console
touncn I

Integrated Remote Console

Access the system KV and control Virtusl Power

Microsoft NET Framework 3.5, (svalabie through W

This machine reports 10 have the correct version of

MNET Version Detected
Version Status
3530729 Q

Note for Frefox users: Frefox also requres an Add
to find the latest version of the Microsoft NET Framu

Access the system KVM from a8 Java appiet-Dased

Click Yes to acknowledge the security warning.
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Procedure 114.Attach an ISO Image to an HP Server Using iLO

Step | Procedure Results
9. iLO3/iLO4 Navigate to Virtual Drives -> CD/DVD -> Virtual Image.
[] Web GUI:
Open virtual ProLiant Server -
image - : .
Power Switch RULIETNR] R
FloppyiUSB-Key »
LENTUO B vitual Image
| ppnpp— 7 L ) |
iernel 2.6.18-194.32.1
18386081 login:
Navigate to the location of the ISO image file specified by the procedure
referenced in this appendix.
Chooie COVDYD RO bnage File
o
By Comgn
«
B8 Hrresirh Tt ptenes
Place:
Wiy ol g
Select the desired file and click Open.
10. iLO3/iLO4 At the bottom of the remote console window, there should now be a green
] Web GUI: highlighted drive icon and Virtual M written next to it.
Verify virtual
connection

VirtualM E None

Return to procedure that referenced this appendix.
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Appendix F.2 Attach an ISO Image to an Oracle Rack Mount Server Using iLOM

This procedure attaches an 1ISO image to an Oracle rack mount server.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 115.Attach an ISO Image to an Oracle Rack Mount Server Using iLOM

Step | Procedure Results
1. Local From:
[] | Workstation: https://<ilom IP>/
Access the :
L h | k ILOM.
ILOM Web GUI ,. ac rack mount server ILO
and Iogln CHRALLE™ resgrame Lgvs f berager
Plama Log In
[~ |
2. ILOM Web Navigate to Remote Control -> Redirection.
[] GUI: Access Click Launch Remote Console.
the remote
console ORACLE" Integrated Lights Out Manager v3.2.4.10

NAVIGATION Redirection

[ETEEmEE Manage the host remately by redirecting t

Summary
= - . . N
@ Usevideo redirection

Memary _ ) S
) Use serial redirection

Power
Launch Remote Console

Cooling

KVMS Ports
LB The following ports are utilized by the
PCI Devices will be affected and requires a restart.
R Non-secure Port: 80

Open Problems (0) Secure Port: 443

System Log
= Remate Control

Redirection

KVMS

Host Storage Device
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Procedure 115.Attach an ISO Image to an Oracle Rack Mount Server Using iLOM

Step | Procedure Results
3. ILOM Web Click OK and open with Java Web Start Launcher.
] GUI: Access - - —
the remote it At
console You have chosen to open:
. jnlpgenerator?-video

which is: JNLP File
from: htps//10064.152.212

What should Firefox do with this file?
@ Open with  Java(TM) Web Start Launcher (default) >
Save File

_| Do this automatically for files like this from now on.

i oK J Cancel ;

Select Continue and Run for any security warning prompts.

Securfty Warming — = =~ — I b B |

Do you want to Continue?
The conpaction to this website 15 untrusted,

! s Website: hitps://100,64.152.212:433

Note: The certificate i not valid and cannot be used tn ver#y the dertity of S webste.

More Information
| contrue | [ concd ]

Do you want to run this application?

Name: Remote System Console Plus
—— Publisher: Cracde America, Inc.

Location: https://100.64.152.212:443

This application will run with unrestricted access which may put your computer and personal
information at risk. Run this application only if you trust the location and publisher above.

|| Do not show this again for apps from the publisher and location above

1 QR
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Procedure 115.Attach an ISO Image to an Oracle Rack Mount Server Using iLOM

Step | Procedure Results
4. ILOM Remote | Navigate to KVMS -> Storage.
[] | Console:
Mount the 1SO =101 x]
KVMS | Preferences Help
from the | , _ .
remote console | | Storage.. in| L Att| [R att] [R win| [Rcu] | [context] [1Lock| [ci-anpel| < . B8

Virtual Keyboard...

r release 6.6

. 1.3.el6prerel?.8.1.8.8_86.16.8.xB6_64 on an x86_64
Turn local monitor off

c login: _

Relinquish Full Control

Exit

Click Add and browse to the ISO located on the local machine.

"7 Storage Devices x|
Path Device Type |

x
Look In: | iso - E E E i

[D PMAc.ﬁ.o.n.o.u_ﬁn.1.n.xss_m.iso| [} PMAC-6.0.0.0.0_60.2.0-x86_64.
o ] [»]

File Name: PMAC-6.0.0.0.0_60.1.0-x86_64.is0

Files of Type: |All Files -

Select ” Cancel

Click Select.

Once the 1ISO image is selected, click Connect.

| Add... | | Connect | | Remove...

Page | 365

E91175-01




Platform 6.5 Configuration Guide

Appendix G.Upgrade Cisco 4948 PROM

This procedure upgrade the Cisco 4948 PROM.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 116.Upgrade Cisco 4948 PROM

Step | Procedure Results
1. Virtual PMAC/ | If the appropriate image does not exist, copy the image to the server.
[] | Management | petermine if the PROM image for the 4948/4948E/4948E-F is on the system.
Server: Verity | o o pMAC system:
the PROM ystem. , , ,
image is on the $ 1s /var/TKLC/smac/image/<PROM image file>
system For a NON-PMAC system:
$ 1s /var/lib/tftpboot/<PROM image file>
If the file exists, skip the remainder of this step and continue with the next step.
If the file does not exist, copy the file from the firmware media and ensure the
file is specified by the Release Notes of [2] HP Solutions Firmware Upgrade
Pack.
2. Virtual PMAC/ | If upgrading the firmware on switch1A, connect serially to the switch by issuing
[] Management the following command as admusr on the server:
Server: Attach $ sudo /usr/bin/console -M
to switch <management server mgmt ip address> -1 platcfg
console

switchlA console
Enter platcfg@pmac5000101's password:
[Enter ""Ec?' for help]
Press Enter.
If the switch is not already in enable mode (switch# prompt), then issue the
enable command; otherwise, continue with the next step.
Switch> enable
If upgrading the firmware on switch1B, connect serially to switch1B by issuing
the following command as admusr on the PMAC server:

$ sudo /usr/bin/console -M
<management server mgmt ip address> -1 platcfg

<platcfg password>

switchlB console

Enter platcfg@pmac5000101's password:

[Enter ~"Ec?'
Press Enter.

If the switch is not already in enable mode (switch# prompt), then issue the
enable command; otherwise, continue with the next step.

Switch> enable

<platcfg password>
for help]
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Procedure 116.Upgrade Cisco 4948 PROM

Step | Procedure Results
3. Virtual PMAC/ | To ensure connectivity, ping the management server's management vian IP
[] Management <pmac_mgmt_ip_address> address from the switch.
Server (Switch Switch# conf t
Cons_ole If upgrading the firmware on switch1A, use these commands:
Session):

Configure ports
on the
4948/4948E/
4948E-F switch

Switch(config)# vlan <switch mgmtVLAN id>
Switch(config-vlan)# int vlan <switch mgmtVLAN id>

Switch(config-if)# ip address <switchlA mgmtVLAN ip address>
<netmask>

Switch (config-if)# no shut
Switch(config-if)# int gil/40

If upgrading the firmware on switch1B, use these commands:
Switch(config)# vlan <switch mgmtVLAN id>
Switch(config-vlan)# int vlan <switch mgmtVLAN id>

Switch(config-if)# ip address <switchlB mgmtVLAN ip address>
<netmask>

Switch (config-if)# no shut
Switch (config-if)# int gil/40

If the model is 4948, execute these commands:
Switch(config-if)# switchport trunk encap dotlg
Switch(config-if)# switchport mode trunk
Switch(config-if)# spanning-tree portfast trunk
Switch (config-if)# end
Switch# write memory

If the model is 4948E or 4948E-F, execute these commands:
Switch(config-if)# switchport mode trunk
Switch (config-if)# spanning-tree portfast trunk
Switch (config-if)# end
Switch# write memory

Issue ping command:

Note: The IP address <pmac_mgmt_ip_address> is in the reference table at
the beginning of the Cisco 4948 configuration procedure that
referenced this procedure.

Switch# ping <pmac mgmtVLAN ip address>
Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <pmac mgmt ip address>,
timeout is 2 seconds:

Success rate is 100 percent (5/5), round trip min/avg/max =
1/1/4 ms
If ping is not successful, make sure the procedure was completed correctly by
repeating all steps up to this point. If after repeating those steps, ping is still
unsuccessful, then contact My Oracle Support (MOS).
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Procedure 116.Upgrade Cisco 4948 PROM

Step | Procedure Results
4. Virtual PMAC/ | Switch# copy tftp: bootflash:
D Management Address or name of remote host []? <pmac mgmt ip address>
Server (Switch | source filename []? <PROM image file>
Cons_ole. Destination filename [<PROM image file>]? [Enter]
3;3?;32) Accessing tftp://<pmac mgmt ip address>/<PROM image file>...
PROM Loading <PROM image file> from <pmac mgmt ip address> (via
Vlan2): !!!t1tl [OK-
45606 bytes]
45606 bytes copied in 3.240 secs (140759 bytes/sec)
5. Virtual PMAC/ | Switch# reload
D Management System configuration has been modified. Save? [yes/no]: no
Server (Switch | proceed with reload? [confirm] [Enter]
Cons_0|e === Boot messages removed ===
Session): .
Reload switch Type Control-C when Type control-C to prevent autobooting message
displays.
6. Virtual PMAC/ rommon 1 > boot bootflash:<PROM image file>
D Management === PROM upgrade messages removed ===
Server (SWitCh System will reset itself and reboot within few seconds....
Console
Session):
Upgrade
PROM
7. Virtual PMAC/ | The switch reboots when the firmware upgrade completes. Allow it to boot.
] Management Wait for the following line to be printed:
Server (Switch Press RETURN to get started!
Cons_ole Would you like to terminate autoinstall? [yes]: [Enter]
Se;smn): Switch> show version | include ROM
Verify upgrade
ROM: 12.2(31r)SGAl
System returned to ROM by reload
Review the output and look for the ROM version. Verify the version is the
desired new version.
If the switch does not boot properly, or has the wrong ROM version, contact
My Oracle Support (MOS).
8. Virtual PMAC/ | Connect serially to the switch as outlined in step 4., and reload by performing
[] Management the following commands:
Server: Reset Switch# write erase
switch to

factory defaults

Switch# reload

Wait until the switch reloads, then exit from console, enter Ctrl-e + ¢ + . and
you are returned to the server prompt.

Note: There may be messages from the switch, if asked to confirm, press
Enter. If asked yes or no, type No and press Enter.
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Appendix H. Operational Dependencies on Platform Account Passwords

This appendix describes the operational dependencies on platform account passwords to provide
guidance in cases when the customer insists on modifying a default password. Note that changing
passwords should be attempted only on systems that are fully configured and stable. Modifying
passwords during system installation is strongly discouraged.

Before modifying the passwords stored on PMAC, perform a backup of PMAC databases in case you
need to return to default passwords. To accomplish this, execute steps 6. through 8. in 9.5 Configure
PMAC Application. To restore the passwords stored in the backup file, you can refer to steps 4 through 9
(inclusive), in Procedure 1 of the PMAC Disaster Recovery, latest release.

Appendix H.1 PMAC Credentials for Communication with Other System
Components
This section covers the credentials that can be changed using the PMAC updateCredentials utility and the

Platform dependencies users must be aware of to keep PMAC fully functional. Only the credentials the
PMAC considers user accessible are listed here.

e oaUSer

PMAC uses these credentials to communicate with OAs for all enclosures it monitors. Therefore, all
active OAs must be updated to have the new credentials and then the updateCredentials should be
used to match the credentials PMAC uses. Lastly, all enclosures already provisioned in the PMAC
must be rediscovered.

e To update the credentials on the OA's, log into the active OA GUI. On the left hand side of the
OA GUI, navigate to Users/Authentication > Local Users > pmacadmin. After supplying the
new password, click Update User.

e To update the credentials on the PMAC, execute the following on the UI:
$ sudo/usr/TKLC/smac/bin/updateCredentials --type=oaUser

e Torediscover an enclosure already provisioned in the PMAC inventory, log into the PMAC GUI
and navigate to Hardware > System Inventory > Cabinet XXX > Enclosure XXXXX and click
Rediscover Enclosure.

e nsa

All SAN controllers PMAC is expected to communicate with must be updated to have the new
credentials and then the updateCredentials should be used to match credentials PMAC uses.

e To update the credentials, log into Fibre Channel Disk Controller via ssh as a manage user.
Then execute:

# set password manage
e To update the credentials on the PMAC, execute the following in the Ul:

$ sudo/usr/TKLC/smac/bin/updateCredentials --type=msa
e tpdPlatCfg

Changing these credentials has no impact on PMAC functionality.

e To update the credentials, log into the Ul with platcfg credentials and execute:
S passwd
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e tvoeUser

TVOE administrator passwords need to be changed for all TVOE hosts PMAC is expected to
communicate with and then the updateCredentials should be used to match the credentials PMAC
uses. Note each time a new TVOE is installed its default password has to be updated to match.

e To update the credentials, log into the TVOE Ul with the admusr credentials and execute:
S passwd
e To update the credentials on the PMAC, execute the following on the Ul:
$ sudo /usr/TKLC/smac/bin/updateCredentials --type=tvoeUser
e backupPassword

PMAC backup images are encrypted. The passphrase to encrypt the backup files may be changed.
This only changes the encryption for future backups; prior backups cannot be restored without
changing to the original pass phrase as shown below. A restore task that fails with a "Failed to
decrypt backup file" reason is an indication of this condition.
e To update the passphrase on a PMAC, execute the following in the Ul:

$ sudo /usr/TKLC/smac/bin/updateCredentials --type=backupPassword

e remoteBackupUser

If pmacop credentials are changed on a redundant PMAC, the updateCredentials should be used to
match credentials the primary PMAC uses.

e To update the credentials on a redundant PMAC, log into the redundant PMAC Ul with the
pmacop credentials and execute:
$ passwd
e To update the credentials on the primary PMAC, execute the following in primary PMAC Ul:
$ sudo /usr/TKLC/smac/bin/updateCredentials --type=remoteBackupUser
e 00bUser
These credentials are used to communicate with the iLO of RMS, when no other credentials have

been specified when the RMS was provisioned in PMAC. So the user has the option to modify this
default password, or the RMS can be edited/added in the GUI with its specific credentials.

e To update the credentials on an RMS iLO, log into the iLO GUI and navigate to Administration >
User Administration. Check the box next to root password and click the Edit button. After the
password is changed, click Update User.

e To modify the default oobUser credentials on the PMAC, execute the following in the Ul:
$ sudo /usr/TKLC/smac/bin/updateCredentials --type=oobUser

e To add a RMS to PMAC system inventory with its unique iLO password, refer to 9.15 Add Rack
Mount Server to the PMAC System Inventory.

e To editiLO password of a specific RMS already in PMAC system inventory, refer to 9.16 Edit
Rack Mount Server in the PMAC System Inventory.

Appendix H.2 PMAC GUI Account Credentials

Modification of any of the PMAC GUI accounts has no system impact. The PMAC GUI users can be
updated by logging into the PMAC GUI as pmacadmin, and navigating to Administration > Users.
Select the user from the first Username list and click Set Password. Enter the new password twice and
click Continue.
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Appendix H.3 PMAC Linux User Account Credentials

Modification of any PMAC Linux user account has no system impact with the exception of the pmacop
user and admusr credentials. If pmacop credentials are changed on a redundant PMAC, use the
updateCredentials to match the credentials the primary PMAC uses. If admusr credentials are changed
after configuration of the netconfig repository, then delete netconfig services and re-add using the new
credentials.

e To update the pmacop credentials on a redundant PMAC, log into the redundant PMAC Ul with the
pmacop credentials and execute:

S passwd

e To update the pmacop credentials the primary PMAC uses to communicate with the redundant PMAC,
execute the following in primary PMAC Ul:

$ sudo /usr/TKLC/smac/bin/updateCredentials —--type=pmacop

Appendix H.4 NetConfig Manager Password

The netConfig repository stores access credentials for network devices and platform services. To secure
these credentials, they are stored as encrypted strings. Platform 7.0 implemented new cryptographic
support. The pass phrase used to encrypt this data can be changed by the user through the netConfig
API:

$ sudo netConfig --repo setPassword

The preceding command prompts for a new pass phrase. It re-encrypts the credentials and stores the
pass phrase to a file for use by netConfig.

Appendix I. Disable SNMP on the OA

This procedure disables SNMP on the OA.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 117.Disable SNMP on the OA

Step | Procedure Results

1. OA GUI: Login | From a web browser, navigate to the OA Bayl IP address assigned in 7.1
[] Configure Initial OA IP.

http://<OA _IP>

Login as an administrative user. The original password is on a paper card
attached to each OA.

0 B\ prieen Fakass d b Boaect s W bt et | aphurss AV
O, - Hieaas W emme A @
B 0h D Somies. b 9h

(S ¥ A0 Tt LN Oy vt DG s (e - e e L T ey TR

SRl

Q ‘duln“ o ey " faae o

Page | 371 E91175-01




Platform 6.5 Configuration Guide

Procedure 117.Disable SNMP on the OA

Step | Procedure Results
2. OA GUI: Use either the First Time Setup Wizard SNMP Settings menu or the
] SNMP Settings | Enclosure Information > Enclosure Settings > SNMP Settings menu.
3. OA GUI: Unmark the Enable SNMP checkbox.
D SNMP Settings HFP Blads Systemn Onboard Adminsinaion
First Tima Sabep Wizand o

-

e

DA Ly

Appendix J. Downgrade Firmware on a 6125G Switch

This procedure downgrades firmware on 6125G enclosure switches when they are found to contain
firmware newer than the qualified baseline. See [2] HP Solutions Firmware Upgrade Pack for the target
firmware version.

Prerequisite: This procedure assumes the netConfig repository data fill is complete including copying
the target firmware to the netConfig server (PMAC).

Note: Do not use this procedure for 6125XLG switches. See Appendix K for the correct procedure for
that switch.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 118.Downgrade Firmware on a 6125G Switch

Step | Procedure Results
1. Active OA: SSH into the active OA and login as the administrative user.
[} LOQm login as: <oa user>

<oa_ user>@<oa_ ip>'s password: <oa password>

2. Active OA: Gain serial console access to the switch by executing the following command.
[ | Access serial Note: Multiple Enter keystrokes are required to gain the switch console
console prompt.

> connect interconnect <io bay> [Enter] [Enter] [Enter]
Username: <switch user> [Enter]

Password: <switch password> [Enter] [Enter]
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Procedure 118.Downgrade Firmware on a 6125G Switch

3.
i

Switch:
Determine
firmware

Execute the display version command to determine if a downgrade of the
firmware needs to be performed.

> display version
HP Comware Platform Software
Comware Software, Version 5.20.99, Release 2105

Copyright (c) 2010-2013 Hewlett-Packard Development Company,
L.P.

HP 6125G Blade Switch uptime is 0 week, 2 days, 23 hours, 49
minutes

Slot 1 (M):

Uptime is 0 weeks,2 days,23 hours, 49 minutes
HP 6125G Blade Switch with 1 Processor

1024M bytes SDRAM

256M bytes Nand Flash Memory

Hardware Version is Ver.B

CPLD Version is 003

BootWare Version is 1.07

[SubSlot 0] Back Panel

[SubSlot 1] Front Panel

If the firmware is found to be newer than the target firmware, then proceed with
the rest of this procedure; otherwise, gracefully exit the switch and PMAC.

Es

Virtual PMAC:

Login

SSH into the PMAC and login as admusr.

login as: admusr
Password: <admusr password>
Last login: Fri Aug 28 12:09:06 2015 from 10.75.8.61

[admusr@<pmac> ~]$

9

Virtual PMAC:

Copy firmware

Copy the firmware file to the switch.
$ sudo /usr/bin/scp 6125-cmw520-r2105.bin

<switch user>@<switch ip>:/6125-cmw520-r2105.bin
<switch user>@<switch ip>'s password: <switch platform password>

100% 16MB 766.3KB/s 00:21

Virtual PMAC:

Exit

Gracefully exit from the PMAC SSH session.
$ logout

X

Active OA:
Login

If not already connected, ssh into the active OA and login as the administrative
user.

login as: <oa_ user>

<oa_ user>@<oa ip>'s password: <oa password>
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Procedure 118.Downgrade Firmware on a 6125G Switch

8. Active OA: If not already connected, gain serial console access to the switch by executing
[] Access serial the following command.
console Note: Multiple Enter keystrokes are required to gain the switch console
prompt.

> connect interconnect <io bay> [Enter] [Enter] [Enter]
Username: <switch_user> [Enter]

Password: <switch password> [Enter] [Enter]

Switch: Reboot the switch and enter into the extended boot menu by pressing Ctrl+B

Reboot switch | when prompted.

Note: During this process you may be prompted for additional input. Only
respond with the input noted in this step; otherwise, let the system
time out and continue automatically.

®

> reboot

Start to check configuration with next startup configuration
file, please wait......... DONE I'N

This command will reboot the device. Current configuration will
be lost, save current configuration? [Y/N]: N

This command will reboot the device. Continue? [Y/N]: Y
#May 15 15:03:44:478 2015 HP6125G_IOBAY5 DEVM/1/REBOOT:
Reboot device by command.

$May 15 15:03:44:570 2015 HP6125G_IOBAYS DEVM/5/SYSTEM7REBOOT:
System is rebooting now.

System is starting...

Press Ctrl+D to access BASIC BOOT MENU

Press Ctrl+T to start memory test

Booting Normal Extend BootWare

The Extend BootWare is self-decompressing............. Done!
[ OUTPUT REMOVED ]

BootWare Validating...

Backup Extend BootWare is newer than Normal Extend
BootWare,Update? [Y/N]

Press Ctrl+B to enter extended boot menu...
BootWare password: Not required. Please press Enter to continue.

[ OUTPUT REMOVED ]
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Procedure 118.Downgrade Firmware on a 6125G Switch

10.
i

Switch:
Access File
Control menu

Select 4 to access the file control from the extend-bootware menu.

<EXTEND-BOOTWARE MENU>

|<1> Boot System

|<2> Enter Serial SubMenu

|<3> Enter Ethernet SubMenu

|<4> File Control

|<5> Restore to Factory Default Configuration
|<6> Skip Current System Configuration

|<7> BootWare Operation Menu

|<8> Clear Super Password

|<9> Storage Device Operation

| <0> Reboot

Ctrl+Z: Access EXTEND-ASSISTANT MENU
Ctrl+C: Display Copyright
Ctrl+F: Format File System

Enter your choice(0-9): 4
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Procedure 118.Downgrade Firmware on a 6125G Switch

11. Switch: Select 1 from the file control menu to list all files and identify the target
[] Identify target firmware from the list.
firmware <File CONTROL>

|[Note:the operating device is flash |
|<1> Display All File(s) \
|<2> Set Application File type \
|<3> Delete File

|<0> Exit To Main Menu |

Enter your choice(0-3): 1

Display all file(s) in flash:

'M' = MAIN 'B' = BACKUP 'S' = SECURE 'N/A' = NOT ASSIGNED

INO. Size (B) Time Type Name |
|1 1584 Aug/27/2015 18:41:08 N/A private-data.txt |
| 2 151 Aug/27/2015 18:41:08 N/A system.xml |
|3 3626 Aug/27/2015 18:41:09 M config.cfg |

|4 16493888 Aug/20/2015 11:14:44 M+B 6125-cmw520-r2106.bin |
|5 4 Apr/26/2000 07:00:52 N/A snmpboots |
| 6 16913408 Aug/20/2015 10:56:42 N/A 6125-cmw520-r2112.bin |

|7 735 Apr/26/2000 12:04:14 N/A hostkey v3 |
| 8 591 Apr/26/2000 12:04:15 N/A serverkey v3 |
|9 16166 Sep/05/2013 10:17:21 N/A test

|10 16053376 Jun/05/2012 10:14:37 N/A ~/6125-cmw520-r2103.bin|
[11 16479296 Apr/26/2000 10:31:54 N/A ~/6125-cmw520-r2105.bin|
|12 16493888 Apr/26/2000 10:59:10 N/A ~/6125-cmw520-r2106.bin|
|13 16479296 Nov/05/2013 23:24:06 N/A ~/2105.bin |
|14 5361 Jun/25/2013 14:22:05 N/A ~/config.cfg |
|15 16493888 Nov/05/2013 23:20:13 N/A ~/2106.bin |
116 1048519 Aug/27/2015 23:30:55 N/A logfile/logfile.log |
[17 735 Apr/26/2000 12:05:10 N/A hostkey |
|18 5091 Apr/26/2000 12:05:11 N/A serverkey |

[ OUTPUT REMOVED ]
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Procedure 118.Downgrade Firmware on a 6125G Switch

12. Switch: Set
[] application file
type

Select 2 from the file control menu to set the application file type.

|[Note:the operating device is flash

|<1>
|<2>
|<3>

| <0>

Display All File(s)

Set Application File type

Delete File

Exit To Main Menu

<File CONTROL>

Enter your choice(0-3):

2

13. Switch: Select
[] file

Select the firmware file identified in step 11. and enter the corresponding line

number.

'M' = MAIN 'B' = BACKUP 'S' SECURE 'N/A' = NOT ASSIGNED

INO. Size (B) Time Type Name |
|1 16493888 Aug/20/2015 11:14:44 M+B 6125-cmw520-r2106.bin |
|2 16913408 Aug/20/2015 10:56:42 N/A 6125-cmw520-r2112.bin |
|3 16053376 Jun/05/2012 10:14:37 N/A ~/6125-cmw520-r2103.bin|
|4 16479296 Apr/26/2000 10:31:54 N/A ~/6125-cmw520-r2105.bin|
|5 16493888 Apr/26/2000 10:59:10 N/A ~/6125-cmw520-r2106.bin|
| 6 16479296 Nov/05/2013 23:24:06 N/A ~/2105.bin |
|7 16493888 Nov/05/2013 23:20:13 N/A ~/2106.bin |
|0 Exit |
Enter file No: <4>

14. Switch: Modify
[] file attribute

Select 1 from the file attributes menu to modify the file attribute to +Main.
Modify the file attribute:

| <1>
| <2>
|<3>
| <4>

| <0>

+Main
-Main
+Backup
-Backup

Exit

Enter your choice(0-4):

This operation may take several minutes.

1

Set the file attribute success!

Please wait....
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Procedure 118.Downgrade Firmware on a 6125G Switch

15. Switch: Verify | Select 1 from the file control menu to verify the file attribute modification by

[] change listing the files and inspecting the type attribute for the target firmware. The
type attribute on this line should display M:
<File CONTROL>

|[Note:the operating device is flash |
|<1> Display All File(s) \
|<2> Set Application File type \
|<3> Delete File

|<0> Exit To Main Menu |

Enter your choice(0-3): 1

Display all file(s) in flash:

'M' = MAIN 'B' = BACKUP 'S' = SECURE 'N/A' = NOT ASSIGNED

INO. Size (B) Time Type Name |
|1 1584 Aug/27/2015 18:41:08 N/A private-data.txt |
|2 151 Aug/27/2015 18:41:08 N/A system.xml |
|3 3626 Aug/27/2015 18:41:09 M config.cfg |
| 4 16493888 Aug/20/2015 11:14:44 B 6125-cmw520-r2106.bin |
|5 4 Apr/26/2000 07:00:52 N/A snmpboots |

| 6 16913408 Aug/20/2015 10:56:42 N/A 6125-cmw520-r2112.bin |
|7 735 Apr/26/2000 12:04:14 N/A hostkey v3 |
| 8 591 Apr/26/2000 12:04:15 N/A serverkey v3 |
|9 16166 Sep/05/2013 10:17:21 N/A test

|10 16053376 Jun/05/2012 10:14:37 N/A ~/6125-cmw520-r2103.bin|
|11 16479296 Apr/26/2000 10:31:54 M ~/6125-cmw520-r2105.bin |
|12 16493888 Apr/26/2000 10:59:10 N/A ~/6125-cmw520-r2106.bin|
|13 16479296 Nov/05/2013 23:24:06 N/A ~/2105.bin |
|14 5361 Jun/25/2013 14:22:05 N/A ~/config.cfg |
|15 16493888 Nov/05/2013 23:20:13 N/A ~/2106.bin |
|16 1048519 Aug/27/2015 23:30:55 N/A logfile/logfile.log |
|17 735 Apr/26/2000 12:05:10 N/A hostkey |
|18 591 Apr/26/2000 12:05:11 N/A serverkey |
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Procedure 118.Downgrade Firmware on a 6125G Switch

16.
i

Switch: Exit

Select 0 from the file control menu to Exit to the main menu.

<File CONTROL>

|[Note:the operating device is flash
|<1> Display All File(s)

|<2> Set Application File type

|<3> Delete File

|<0> Exit To Main Menu

Enter your choice(0-3): 0
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Procedure 118.Downgrade Firmware on a 6125G Switch

17.
i

Switch: Boot
the system

Select 1 from the extend-bootware menu to Boot the system.
Note: Do NOT select reboot by choosing 0!
Note: During this process you may be asked for additional input. Only

respond with the input noted in this step; otherwise, let the system
time out and continue automatically.

<EXTEND-BOOTWARE MENU

|<1> Boot System

|<2> Enter Serial SubMenu |
|<3> Enter Ethernet SubMenu \
|<4> File Control

|<5> Restore to Factory Default Configuration \
|<6> Skip Current System Configuration

|<7> BootWare Operation Menu |
|<8> Clear Super Password |
|<9> Storage Device Operation \

|<0> Reboot \

Ctrl+Z: Access EXTEND-ASSISTANT MENU
Ctrl+C: Display Copyright

Ctrl+F: Format File System

Enter your choice(0-9): 1

Starting to get the main application file--flash:/~/6125-cmw520-

The main application file is self-decompressing............

[ OUTPUT REMOVED ]

System application is starting...
User interface aux0 is available.
Press ENTER to get started.

Login authentication

Username:
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Procedure 118.Downgrade Firmware on a 6125G Switch

18. Switch: Login
[

Log back into the switch and verify the firmware version by executing the
display version command.

Note: You may have to press Enter multiple times after authenticating to
land on the switch prompt.

Username: username
Password: password
#Aug 28 09:29:09:694 2015 HP6125g sanity SHELL/4/LOGIN:

Trap 1.3.6.1.4.1.25506.2.2.1.1.3.0.1:plat login from Console

$Aug 28 09:29:09:819 2015 HP6125g sanity SHELL/5/SHELL LOGIN:
plat logged in from auxO.

> display version
HP Comware Platform Software
Comware Software, Version 5.20.99, Release 2105

Copyright (c) 2010-2013 Hewlett-Packard Development Company,
L.P.

HP 6125G Blade Switch uptime is 0 week, 0 day, 0 hour, 9 minutes

[ OUTPUT REMOVED ]

19. Switch:
] Disconnect
from the switch

Gracefully disconnect from the switch serial console by pressing Ctrl + _
(Control + Shift + Underscore).
> '<Ctrl> ' (Control + Shift + Underscore)

Command: D)isconnect, C)hange settings, send B)reak, E)xit
command mode X)modem

send > D

20. Active OA:
[] Logout

Log out of the OA.
> logout
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Appendix K. Downgrade Firmware on a 6125XLG Switch

This procedure downgrades the 6125XLG enclosure switches when they are found to contain firmware
newer than the qualified baseline. See [2] HP Solutions Firmware Upgrade Pack for the target firmware
version.

Prerequisite: This procedure assumes the netConfig repository data fill is complete including copying
the target firmware to the netConfig server (PMAC).

Note: Do not use this procedure for 6125 switches. See Appendix J for the correct procedure for that
switch.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure Results
1. Active OA: SSH into the active OA and login as the administrative user:
] Login login as: <oa user>

<oa user>@<oa_ ip>'s password: <oa password>

2. Active OA: Gain serial console access to the switch by executing the following command.
[ | Access serial Note: Multiple Enter keystrokes are required to gain the switch console
console prompt.
> connect interconnect <io bay>
Username: <switch user>
Password: <switch password>
3. Switch: Execute the display version command to determine if a downgrade of the
] Determine firmware needs to be performed.
firmware > display version

HP Comware Software, Version 7.1.045, Release 2403

Copyright (c) 2010-2014 Hewlett-Packard Development Company,

L.P.

HP 6125XLG Blade Switch uptime is 0 weeks, 0 days, 0 hours, 1
minute

Last reboot reason : Power on

Boot image: flash:/6125x1lg-cmw710-boot-r2403.bin
Boot image version: 7.1.045P08, Release 2403
Compiled Mar 06 2014 13:13:45

System image: flash:/6125xlg-cmw/710-system-r2403.bin
System image version: 7.1.045, Release 2403

Compiled Mar 06 2014 13:13:57

If the firmware is found to be newer than the target firmware, then proceed with
the rest of this procedure; otherwise, gracefully exit the switch and PMAC.
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure Results
4. Virtual PMAC: | SSH into the PMAC and login as admusr.
[] Login login as: admusr
Password: <admusr password>
Last login: Fri Aug 28 12:09:06 2015 from 10.75.8.61
[admusr@<pmac> ~]$
5. Virtual PMAC: | Copy the firmware file to the switch.
[] | Copyfirmware | s sudo /usr/bin/scp 6125XLG-CMW710-R2403.1ipe
<switch_ user>@<switch ip>:/6125XLG-CMW710-R2403.1ipe
<switch user>@<switch ip>'s password: <switch platform password>
100% 16MB 766.3KB/s 00:21
6. Virtual PMAC: | Gracefully exit from the PMAC SSH session.
[] Exit $ logout
7. Active OA: If not already connected, ssh into the active OA and login as the administrative
] Login user.
login as: <oa_ user>
<oa user>@<oa ip>'s password: <oa password>
8. Active OA: If not already connected, gain serial console access to the switch by executing
[] Access serial the following command.
console

Note: Multiple Enter keystrokes are required to gain the switch console

prompt.
> connect interconnect <io bay>
Username: <switch user>

Password: <switch password>
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure

Results

9. Switch:
[] Reboot switch

Reboot the switch and enter into the extended boot menu by pressing Ctrl+B
when prompted.

Note: During this process you may be prompted for additional input. Only
respond with the input noted in this step; otherwise, let the system time
out and continue automatically.

> reboot

Start to check configuration with next startup configuration
file, please wait......... DONE I'N

This command will reboot the device. Current configuration will
be lost, save current configuration? [Y/N]: N

This command will reboot the device. Continue? [Y/N]: Y
Now rebooting, please wait...

System is starting...

Press Ctrl+D to access BASIC-BOOTWARE MENU...

Press Ctrl+T to start heavy memory test

Booting Normal Extended BootWare

The Extended BootWare is self-
AeComPresSSIing . v oottt eeeeeeeeeeanns Done.

[ OUTPUT REMOVED ]
BootWare Validating...
Press Ctrl+B to access EXTENDED-BOOTWARE MENU...

[ OUTPUT REMOVED ]

10. Switch:
[] Access File
Control menu

Select 4 to access the file control from the extend-bootware menu.
<EXTEND-BOOTWARE MENU

|<1> Boot System

|<2> Enter Serial SubMenu |
|<3> Enter Ethernet SubMenu \
|<4> File Control

|<5> Restore to Factory Default Configuration \
|<6> Skip Current System Configuration

|<7> BootWare Operation Menu |
|<8> Clear Super Password |
|<9> Storage Device Operation |

| <0> Reboot |

Ctrl+Z: Access EXTEND-ASSISTANT MENU
Ctrl+C: Display Copyright
Ctrl+F: Format File System

Enter your choice(0-9): 4
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure Results
11. Switch: Select 1 from the file control menu to list all files and identify the target
[] Identify target firmware from the list.
firmware

Note:

|[Note:the operating device is flash
[ <1>

|<2>

|<3> Delete File

|<0> Exit To Main Menu

Display All File(s

)

<File CONTROL

Set Application File type

Two files are identified: A system file and a boot file.

Enter your choice(0-3): 1

Display all file(s) in flash:

'M' = MAIN 'B' = BACKUP 'S' = SECURE 'N/A' = NOT ASSIGNED

|[NO. Size(B) Time Type Name

|1 110167 Aug/28/2015 18:05:46 N/A flash:/startup.mdb

|2 7388 Aug/28/2015 18:05:46 M flash:/startup.cfg

|3 1039 Aug/28/2015 18:05:46 N/A flash:/ifindex.dat

| 4 252 Jan/27/2011 02:29:27 N/A flash:/.trash/.trashinfo

|5 62561280 Aug/19/2015 16:55:55 N/A flash:/6125XLG-CMW710-
R2406P03.1ipe |

|6 0 Jan/03/2011 20:20:38 N/A flash:/lauth.dat

|7 62660608 Aug/19/2015 17:10:28 N/A flash:/6125XLG-CMW710-R2403.1ipe|
| 8 591 Jun/02/2011 17:26:58 N/A flash:/serverkey

|9 735 Jun/02/2011 17:26:58 N/A flash:/hostkey

|10 536 Jan/27/2011 02:39:29 N/A flash:/versionInfo/versionl.dat]|
|11 536 Jan/27/2011 02:36:40 N/A flash:/versionInfo/version0O.dat]|
|12 8 Jan/01/2011 00:00:21 N/A
flash:/versionInfo/versionCtl.dat |

|13 536 Aug/19/2015 17:13:37 N/A flash:/versionInfo/version7.dat|
|14 536 Mar/29/2011 18:38:24 N/A flash:/versionInfo/version5.dat|
|15 536 Mar/29/2011 18:35:41 N/A flash:/versionInfo/version4d.dat|
|16 536 Aug/19/2015 16:59:08 N/A flash:/versionInfo/version6.dat|
|17 536 Mar/29/2011 18:24:06 N/A flash:/versionInfo/version2.dat]|
|18 536 Mar/29/2011 18:31:37 N/A flash:/versionInfo/version3.dat|
|19 536 Jan/27/2011 02:32:46 N/A flash:/versionInfo/version9.dat]|
|20 536 Jan/27/2011 02:25:15 N/A flash:/versionInfo/version8.dat|
|21 20 Aug/28/2015 18:48:29 N/A flash:/.snmpboots

|22 53308416 Aug/19/2015 17:11:52 M flash:/6125x1g-cmw710-system—
r24.03. | |bin \
|23 10433677 Jan/01/2011 00:06:50 N/A flash:/logfile/logfile.log |
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure Results
|24 18 Jan/01/2011 00:00:14 N/A flash:/.pathfile
|25 796 Jan/01/2011 00:07:25 N/A flash:/license/DeviceID.did |
|26 796 Jan/01/2011 00:07:25 N/A

flash:/license/history/DeviceID 2011 |

|27 796 Jan/01/2011 00:00:14 N/A
flash:/license/history/DeviceID 2011 |

|28 805 Jan/01/2011 00:00:18 N/A
flash:/license/history/DeviceID 2011 |

|29 54222848 Aug/19/2015 16:57:16 N/A
r2406p0 | [3.bin

|30 8331264 Aug/19/2015 16:57:06 N/A
r2406p03. | |bin

[31 9345024 Aug/19/2015 17:11:38 M
r2403.bin |

[0101000725.did

[0101000014.did

[0101000018.did

flash:/6125x1g-cmw710-system-

flash:/6125x1g-cmw710-boot-

flash:/6125x1g-cmw710-boot—

[ OUTPUT REMOVED ]

12. Switch: Set
] bin file type

Select 2 from the file control menu to set the bin file type.

<File CONTROL>

|[Note:the operating device is flash

|<1> Display All File(s)
|<2> Set Bin File type
|<3> Delete File

|<0> Exit To Main Menu

Enter your choice(0-3): 2
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure Results
13. Switch: Select | Select the firmware file identified in step 11. and enter the corresponding line
] file number.
'M' = MAIN 'B' = BACKUP 'N/A' = NOT ASSIGNED
INO. Size (B) Time Type Name |
|1 53308416 Aug/19/2015 17:11:52 M flash:/6125x1g-cmw710-
system-r2403. | |bin |
| 2 54222848 Aug/19/2015 16:57:16 N/A flash:/6125xlg-cmw710~-
system-r2406p | 103.bin |
|3 8331264 Aug/19/2015 16:57:06 N/A flash:/6125xlg-cmw710-
boot-r2406p03 | 103.bin |
| 4 9345024 Aug/19/2015 17:11:38 M flash:/6125x1g-cmw710-
boot-r2403.bin |
[0 Exit |
Note: Select .bin files. One but only one boot image and system
image must be included.
Enter file No. (Allows multiple selection): 1
Enter another file No. (0-Finish choice): 4
Enter another file No. (0-Finish choice) :0
You have selected:
flash:/6125x1g-cmw710-system-r2403.bin
flash:/6125x1g-cmw710-boot-r2403.bin
14. Switch: Modify | Select 1 from the file attributes menu to modify the file attribute to +Main.
[] | file attribute Modify the file attribute:
|<1> +Main \
|<2> -Main \
| <3> +Backup \
|<4> -Backup \
|<0> Exit \
Enter your choice(0-4): 1
This operation may take several minutes. Please wait....
Set the file attribute success!
15. Switch: Verify | Select 1 from the file control menu to verify the file attribute modification by
[] change listing the files and inspecting the type attribute for the target firmware. The

type attribute on this line should display M.

|[Note:the operating device is flash
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure Results

|<1> Display All File(s) |
|<2> Set Bin File type |
|<3> Delete File

|<0> Exit To Main Menu |

Enter your choice(0-3): 1

Display all file(s) in flash:

'M' = MAIN 'B' = BACKUP 'N/A' = NOT ASSIGNED

|INO. Size (B) Time Type Name |
|1 110167 Aug/28/2015 18:05:46 N/A flash:/startup.mdb

|2 7388 Aug/28/2015 18:05:46 M flash:/startup.cfg

|3 1039 Aug/28/2015 18:05:46 N/A flash:/ifindex.dat

|4 252 Jan/27/2011 02:29:27 N/A flash:/.trash/.trashinfo

|5 62561280 Aug/19/2015 16:55:55 N/A flash:/6125XLG-CMW710-R2406P03.ipe|
|6 0 Jan/03/2011 20:20:38 N/A flash:/lauth.dat

|7 62660608 Aug/19/2015 17:10:28 N/A flash:/6125XLG-CMW710-R2403.ipe |
|8 591 Jun/02/2011 17:26:58 N/A flash:/serverkey

|9 735 Jun/02/2011 17:26:58 N/A flash:/hostkey

|10 536 Jan/27/2011 02:39:29 N/A flash:/versionInfo/versionl.dat

|11 536 Jan/27/2011 02:36:40 N/A flash:/versionInfo/version0.dat

|12 8 Jan/01/2011 00:00:21 N/A flash:/versionInfo/versionCtl.dat

|13 536 Aug/19/2015 17:13:37 N/A flash:/versionInfo/version7.dat

|14 536 Mar/29/2011 18:38:24 N/A flash:/versionInfo/version5.dat

|15 536 Mar/29/2011 18:35:41 N/A flash:/versionInfo/versiond.dat

|16 536 Aug/19/2015 16:59:08 N/A flash:/versionInfo/versioné6.dat

|17 536 Mar/29/2011 18:24:06 N/A flash:/versionInfo/version2.dat |
|18 536 Mar/29/2011 18:31:37 N/A flash:/versionInfo/version3.dat

|19 536 Jan/27/2011 02:32:46 N/A flash:/versionInfo/version9.dat

|20 536 Jan/27/2011 02:25:15 N/A flash:/versionInfo/version8.dat

|21 20 Aug/28/2015 18:48:29 N/A flash:/.snmpboots

|22 53308416 Aug/19/2015 17:11:52 M flash:/6125x1lg-cmw710-system-
r2403.bin \

|23 10433677 Jan/01/2011 00:06:50 N/A flash:/logfile/logfile.log
|24 18 Jan/01/2011 00:00:14 N/A flash:/.pathfile
|25 796 Jan/01/2011 00:07:25 N/A flash:/license/DeviceID.did

|26 796 Jan/01/2011 00:07:25 N/A
flash:/license/history/DeviceID 20110101000 | [725.did

|27 796 Jan/01/2011 00:00:14 N/A
flash:/license/history/DeviceID 20110101000 | |014.did

|28 805 Jan/01/2011 00:00:18 N/A
flash:/license/history/DeviceID 20110101000 | [018.did

|29 54222848 Aug/19/2015 16:57:16 N/A flash:/6125x1lg-cmw710-system—
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure

Results

r2406p03 | |.bin

|30 8331264 Aug/19/2015 16:57:06 N/A flash:/6125x1lg-cmw710-boot-
r2406p03.bin |

|31 9345024 Aug/19/2015 17:11:38 M flash:/6125x1lg-cmw710-boot-r2403.bin|

16. Switch: Exit

Select 0 from the file control menu to Exit to the main menu.

|[Note:the operating device is flash \
|<1> Display All File(s) \
|<2> Set Application File type \
|<3> Delete File

|<0> Exit To Main Menu |

Enter your choice(0-3): 0
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure

Results

17. Switch: Boot

] the system

Select 1 from the extend-bootware menu to Boot the system.
Note: Do NOT select reboot by choosing 0!

Note:

During this process you may be asked for additional input. Only

respond with the input noted in this step; otherwise, let the system time

out and continue automatically.

—————————————————— <EXTEND-BOOTWARE MENU
|<1> Boot System

|<2> Enter Serial SubMenu

|<3> Enter Ethernet SubMenu

|<4> File Control

|<5> Restore to Factory Default Configuration
|<6> Skip Current System Configuration

|<7> BootWare Operation Menu

|<8> Clear Super Password

|<9> Storage Device Operation

| <0> Reboot

Ctrl+Z: Access EXTEND-ASSISTANT MENU
Ctrl+C: Display Copyright

Ctrl+F: Format File System

Enter your choice(0-9): 1

Loading the main image files...

Loading file flash:/6125xlg-cmw710-system—

2403 . DN . . e e e Done
Loading file flash:/6125x1g-cmw710-boot-r2403.bin..... Done
Image file flash:/6125x1g-cmw710-boot-r2403.bin is self-
decompressing.......
[ OUTPUT REMOVED ]
........................ Done!
System application is starting...
User interface aux0 is available.
Press ENTER to get started.
Login authentication
Username:
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Procedure 119.Downgrade Firmware on a 6125XLG Switch

Step | Procedure

Results

18. Switch: Login
[]

Log back into the switch and verify the firmware version by executing the
display version command.

Note: You may have to press Enter multiple times after authenticating to
land on the switch prompt.

login: <switch user> [Enter]

Password: <switch password> [Enter] [Enter]

> display version

HP Comware Software, Version 7.1.045, Release 2403

Copyright (c) 2010-2014 Hewlett-Packard Development Company,
L.P.

HP 6125XLG Blade Switch uptime is 0 weeks, 0 days, 0 hours, 1
minute

Last reboot reason : Power on

Boot image: flash:/6125xlg-cmw/710-boot-r2403.bin
Boot image version: 7.1.045P08, Release 2403
Compiled Mar 06 2014 13:13:45

System image: flash:/6125xlg-cmw710-system-r2403.bin
System image version: 7.1.045, Release 2403

Compiled Mar 06 2014 13:13:57

[ OUTPUT REMOVED ]

19. Switch:
[] Disconnect
from the switch

Gracefully disconnect from the switch serial console by pressing Ctrl + _
(Control + Shift + Underscore).

> '<Ctrl> ' (Control + Shift + Underscore)

Command: D)isconnect, C)hange settings, send B)reak, E)xit
command mode X)modem

send > D

20. Active OA:
[] Logout

Log out of the OA.
> logout
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Appendix L. Change Switch Passwords (netConfig)

This procedure changes switch passwords using netConfig. This updates the passwords in both the
repository and on the devices.

This procedure assumes the netConfig repository data fill is complete and the devices have been
previously added. If netConfig was not used to configure the switch originally, do not use this procedure.

Caution: This operation should be scheduled with the customer. Executing these commands as
stated does not cause a service interruption. The switches are not rebooted or initialized;
however, as with all in-service operations, caution should be taken.

At any time, you can view the contents of the netConfig repository by executing the following command
on the netConfig Server:

e For switches, use the command: sudo /usr/TKLC/plat/bin/netConfig --repolistDevices

Users can run the above command to confirm that the target devices have already been configured.
Duplicate entries cannot be added; if changes to a device repository entry are required, use the
editDevice command.

Terminology

The term netConfig server refers to the entity where netConfig is executed. This may be a virtualized or
physical environment. Management server may also accurately describe this location, but has been
historically used to describe the physical environment while Virtual PMAC was used to describe the
virtualized netConfig server. Use of the term netConfig server to describe dual scenarios of physical
and virtualized environments allow for future simplification of network configuration procedures.

Steps within this procedure and subsequent procedures that require this procedure may refer to variable
data indicated by text within <>. Fill in these worksheets based on NAPD, and refer back to these tables
for the proper value to insert depending on your system type.

Variable Value

<netConfig_server_mgmt_IP_address>

<switch_hostname>
From NAPD or output from 1istDevices command

<cleartext_password>

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 120.Change Switch Passwords (netConfig)

Step | Procedure Results
1. netConfig SSH into the netConfig server and authenticate as admusr:
D Server: SSH login as: admusr [Enter]
into the, Password: <admusr password> [Enter]
gg:seornﬂg Last login: Fri Aug 28 12:09:06 2015 from 10.75.8.61
[admusr@<pmac> ~]$
2. netConfig Confirm the device is listed in the repository by executing the following
] Server: command:
Confirm device $ sudo /usr/TKLC/plat/bin/netConfig --repo listDevices

Take note of the target device name. This is referred to as the variable
<switch_hostname> in subsequent steps.
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Procedure 120.Change Switch Passwords (netConfig)

Step | Procedure Results
3. netConfig For device types 4948, 4948E, 4948E-F, or 3020:
] Server: $ sudo /usr/TKLC/plat/bin/netConfig --
Change device=<switch hostname> setPassword
password type=<console|login|privileged>
password=<cleartext password>; history (history 1)
For device types 6120, 6125G, or 6125XLG:
$ sudo /usr/TKLC/plat/bin/netConfig --
device=<switch hostname> setPassword
password=<cleartext password>; history -d $(history 1)

Note: The appended part of the command, ; history -d $(history 1),
deletes the history so the password is not observable in cleartext. If
this is not desirable you may omit this part of the command and
resolve the risk manually.

4, netConfig Gracefully exit from the netConfig server SSH session:
] Server: $ logout
Logout

Appendix M.Uninstall Symantec NetBackup Client

This procedure uninstalls the Symantec NetBackup client from a server with an OS based on TPD or

TVOE.

Note: If you are attempting to uninstall a failed Symantec NetBackup client installation or upgrade, do

not use this procedure. This procedure should only be used when the initial Symantec
NetBackup client installation, or subsequent upgrade, was successful.

Prerequisites:

e The TPD NetBackup RPM has been installed on the server.

e The contents of the NetBackup client configuration file are known if one exists. Depending on the

version of NetBackup, a configuration file may not exist.

e The firewall rules implementation is known. Depending on the application, the implementation of
firewall rules vary. Do not proceed without understanding the appropriate steps to remove the rules
for your application. Reference the documentation for your specific application. The steps presented

in this procedure are for a TVOE server and may not apply to a TPD application server.

e The server health checks return no issues.

In this procedure, target server refers to the TPD or TVOE server where the NetBackup client is installed.
In the case of TPD, this is the application server. In the case of TVOE, this is the base server hosting the
application virtual machines.

If a step fails to execute successfully, stop and contact My Oracle Support (MOS) for assistance.

Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure

Results

1. Back up
[] application

Back up your application as described in your application documentation.
Take care not to use NetBackup since the NetBackup client is being removed

from the server.
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Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure Results
2. Target Server: | SSH into the server and login as admustr.
] Login login as: admusr
Password: <admusr password>
Last login: Fri Aug 28 12:09:06 2015 from 10.75.8.61
[admusr@<target server> ~]$%
3. Target Server: | Determine the NetBackup client version by inspecting the version file:
D Determine the [admusr@<target server> ~]$ sudo /bin/cat
NetBackup /usr/openv/netbackup/bin/version
client version NetBackup-RedHat2.6.18 7.6.0.1
[admusr@<target server> ~]$%

4, Target Server: | Determine the NetBackup client packages installed and services configured on
[] Determine the server by inspecting the client profile configuration file. For some versions
packages of NetBackup, a configuration file is not used and does not exist. If your
installed and installation does not use a client profile file, refer to Table 2 for your specific

services release.
configured

Table 2. Installed Packages and Services for NetBackup Client 7.0, 7.1,
7.5,and 7.7

NetBackup Client Version | Packages (RPMs) Services

NB 7.0 VRTS pbx RC: netbackup

NB 7.1 SYMCpdddea
SYMCnbjre
SYMCnbjava
SYMCnbclt

VRTS pbx

RC: netbackup

NB 7.5 and NB 7.7 SYMCpdddea
SYMCnbjre
SYMCnbjava
SYMCnbclt

VRTS pbx

RC: netbackup
RC: vxpbx_exchanged

Note: The client profile configuration file includes the client version in the

name. For example, NB7601.conf where 7601 represents the client
version number with the periods removed. In this example, version
7.6.0.1 is used.

Inspect the client profile configuration file.

[admusr@<target server> ~]$ sudo /bin/cat
/usr/TKLC/plat/etc/netbackup/profiles/NB7601.conf

VERSION=7.6.0.1
RPMS="SYMCpddea, SYMCnbjre, SYMCnbjava, SYMCnbclt, VRTSpbx"

RC SERVICES="netbackup, vxpbx exchanged"
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Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure Results
5. Target Server: | Stop the Symantec NetBackup client services identified in step 4. This
[] Stop all example stops the services for NetBackup version 7.6.0.1.
NetBackup [admusr@<target server> ~]$ sudo service netbackup stop
processes , ) . )
stopping the NetBackup Deduplication Multi-Threaded Agent
stopping the NetBackup Discovery Framework
stopping the NetBackup client daemon
stopping the NetBackup network daemon
[admusr@<target server> ~]$ sudo service vxpbx exchanged stop
Stopped Symantec Private Brach Exchange
6. Target Server: | Verify all NetBackup processes are stopped. No output is expected.
[} Verify the [admusr@<target server> ~]$ sudo /usr/openv/netbackup/bin/bpps
processes
stopped
7. Target Server: | Ensure the directory to which the NetBackup LV is mounted is not already in
[] Ensure use. This is a precautionary step.
directory is not [admusr@<target server> ~]$ cd ~
already in use
8. Target Server: | Delete the NetBackup services identified in the client profile from step 4. In
] Delete services | this example, the NetBackup client services are netbackup and
vxpbx_exchanged.
[admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/service conf
del netbackup
[admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/service conf
del vxpbx exchanged
9. Target Server: | Reconfigure the server services after the deletion:
[] Reconfigure [admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/service conf
services reconfig
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Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure Results
10. Target Server: | Uninstall the NetBackup client packages identified in the client profile from step
] XXX 4. In this example the NetBackup client packages are SYMCnbclt,
SYMCnbjava, SYMCnbjre, SYMCpddea, and VRTSpbx.
Note: Warnings can be ignored.
[admusr@<target server> ~]$ sudo rpm -ev SYMCnbclt SYMCnbjava
SYMCnbjre SYMCpddea VRTSpbx
warning: erase unlink of /opt/VRTSpbx/lib/libvxicuil8n.so.6
failed: No such file or directory
warning: erase unlink of /opt/VRTSpbx/bin/vxpbxcfg failed: No
such file or directory
Starting SYMCpddea postremove script.
Removing link /opt/pdag
Removing link /opt/pdshared
Removing /opt/pdde directory.
Removing link /usr/openv/lib/ost-plugins/libstspipd.so
Removing link /usr/openv/lib/ost-plugins/libstspipdMT.so
Removing PDDE installation directory.
SYMCpddea postremove script done!
11. Target Server: | Verify the removal of the NetBackup client RPMs. In this example the
[] Verify removal NetBackup client RPMs are: SYMCnbclt, SYMCnbjava, SYMCnbjre,
of client RPMs | SYMCpddea, and VRTSpbx. No output is expected.
[admusr@<target server> ~]$ sudo rpm -ga | egrep
"SYMCnbclt|SYMCnbjava|SYMCnbjre|SYMCpddea | VRT Spbx"
12. Target Server: | Clean up the /etc/rc.d/init.d directory.
[] Clean up List any NetBackup client service files that may not have been removed by the
directory uninstall of the client RPMs. In this example the client services are netbackup

and vxpbx_exchanged.
[admusr@<target server> ~]$ sudo ls -1
/etc/rc.d/init.d/netbackup /etc/rc.d/init.d/vxpbx exchanged

ls: cannot access /etc/rc.d/init.d/vxpbx exchanged: No such file
or directory

-r-x------ 1 root root 22776 Sep 6 16:04
/etc/rc.d/init.d/netbackup

The output of this example shows the netbackup service file was not removed.
Delete the service file:

[admusr@<target server> ~]$ sudo rm -f
/etc/rc.d/init.d/netbackup
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Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure Results
13. Target Server: | Identify the NetBackup logical volume (LV) and volume group (VG). The LV
] Identify volume | and VG are referenced in later steps.
and volume [admusr@<target server> ~]$ sudo lvs
group LV VG Attr LSize Pool Origin Data% Meta$% Move Log
Cpy%Sync Convert
netbackup lv vgroot -wi-ao---- 5.00g
plat root vgroot -wi-ao---- 1.00g
plat tmp vgroot -wi-ao---- 1.00g
plat usr vgroot -wi-ao---- 4.00g
plat var vgroot -wi-ao---- 1.00g
plat var tklc vgroot -wi-ao---- 4.00g
The output shows the NetBackup LV is named netbackup_lv and the VG is
vgroot.
14. Target Server: | Verify no processes are using the LV identified in the previous step. Use the
[] Identify VG and LV values identified in the previous step. No output is expected.
processes [admusr@<target server> ~]$ sudo /sbin/fuser -m
using volume /dev/vgroot/netbackup lv
15. Target Server: | Unmount /usr/openv device from the NetBackup LV:
] Unmount [admusr@<target server> ~]$ sudo /bin/umount -1 /usr/openv
device
16. Target Server: | Remove the NetBackup LV entry from /etc/fstab file.
] Remove LV [admusr@<target server> ~]$ sudo /bin/sed -i.bak
entry '/netbackup 1lv/d' /etc/fstab
17. Target Server: | Check the /etc/fstab file into the RCS.
[] Check in file [admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/rcscheck
/etc/fstab
18. Target Server: | Verify the removal of the entry from the /etc/fstab file.
[ Verify removal | compare the /etc/fstab file to the /etc/fstab.bak backup file.
of file [admusr@<target server> ~]$ sudo /usr/bin/diff /etc/fstab.bak
/etc/fstab
19d18
< /dev/vgroot/netbackup lv /usr/openv ext4 defaults 1 2
19. Target Server: | Remove the /etc/fstab.bak file.
] Remove [admusr@<target server> ~]$ sudo rm -f /etc/fstab.bak
backup file
20. Target Server: | Remove the NetBackup LV identified in step 13. Take care to use the correct
[] Remove volume group.
volume

[admusr@<target server> ~]$ sudo /sbin/lvremove -f
/dev/vgroot/netbackup lv
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Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure Results
21. Target Server: | Execute the command in this step to remove the NetBackup client package
[] Remove client | entries from the pkgKeep.conf file. The NetBackup client packages were
package identified in step 4. If pkgKeep.conf only contains these packages, the
entries pkgKeep.conf file can be removed. In this example, the NetBackup client
packages are SYMCnbclt, SYMCnbjava, SYMCnbjre, SYMCpddea, and
VRTSpbx.
[admusr@<target server> ~]$ sudo /bin/sed -i.bak
'/SYMCnbclt\|SYMCnbjava\|SYMCnbjre\ |SYMCpddea\ | VRTSpbx/d"
/usr/TKLC/plat/etc/upgrade/pkgKeep.conf
22. Target Server: | Verify the removal of the NetBackup client package entries from the
[] Verify removal | pkgKeep.conf file by comparing the pkgKeep.conf to the pkgKeep.conf.bak
of packages backup file.
[admusr@<target server> ~]$ sudo /usr/bin/diff
/usr/TKLC/plat/etc/upgrade/pkgKeep.conf.bak
/usr/TKLC/plat/etc/upgrade/pkgKeep.conf
1,5d0
< SYMCnbclt
< SYMCnbjava
< SYMCnbjre
< SYMCpddea
< VRTSpbx
23. Target Server: | Remove the pkgKeep.conf.bak file.
] Remove [admusr@<target server> ~]$ sudo rm -f
backup file /usr/TKLC/plat/etc/upgrade/pkgKeep.conf.bak
24. Target Server: | Remove the client profile configuration file, if one exists. The existence of this
[] Remove file is determined in step 4.

E:)enflguratlon Note: The client profile configuration file includes the client version in the
name. For example, NB7601.conf where 7601 represents the client
version number with the periods removed. In this example, version
7.6.0.1 is used.

[admusr@<target server> ~]$ sudo rm -f
/usr/TKLC/plat/etc/netbackup/profiles/NB7601.conf
25. Target Server: | Remove the NetBackup client script file. For some versions of NetBackup, a
[] Remove script | script file is not used and does not exist. Proceed to the next step if this is the

file

case.

Note: The client profile configuration file includes the client version in the
name. For example, NB7601.conf where 7601 represents the client
version number with the periods removed. In this example, version
7.6.0.1 is used.

[admusr@<target server> ~]$ sudo rm -f

/usr/TKLC/plat/etc/netbackup/scripts/NB7601
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Procedure 121.Uninstall Symantec NetBackup Client

Step

Procedure

Results

26.
[

Target Server:
Remove
firewall rules

Remove the firewall rules related to NetBackup.

Note: This step varies depending on how the application implemented the
firewall rules. The example in this step illustrates the correct steps for
a TVOE server. If you are uninstalling NetBackup on a TPD
application server, refer to the documentation for your specific
application.

Remove the iptables and ip6tables firewall rules related to NetBackup on a
TVOE server:

[admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/iptablesAdm
delete --type=domain --domain=60netbackup --protocol=ipv4

[admusr@<target server> ~]$ sudo /sbin/service iptables restart
iptables: Setting chains to policy ACCEPT: filter [ OK ]
iptables: Flushing firewall rules: [ OK ]

iptables: Applying firewall rules: [ OK ]

[admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/iptablesAdm
delete --type=domain --domain=60netbackup --protocol=ipvé

[admusr@<target server> ~]$ sudo /sbin/service ipé6tables restart
ip6tables: Setting chains to policy ACCEPT: filter [ OK ]
ip6tables: Flushing firewall rules: [ OK ]

ipétables: Applying firewall rules: [ OK ]

Target Server:
Remove
firewall
configuration
files

Remove firewall configuration files related to NetBackup.

Note: This step varies depending on how the application implemented the
firewall rules. The example in this step illustrates the correct steps for
a TVOE server. If you are uninstalling NetBackup on a TPD
application server, refer to the documentation for your specific
application.

Remove firewall configuration files related to NetBackup on a TVOE server:

[admusr@<target server> ~]$ sudo rm -f
/usr/TKLC/plat/etc/iptables/60netbackup.ipt

[admusr@<target server> ~]$ sudo rm -f

/usr/TKLC/plat/etc/ip6tables/60netbackup.ipt
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Procedure 121.Uninstall Symantec NetBackup Client

Step | Procedure Results

28. Target Server: | Update the /etc/hosts file to remove the NetBackup server host using the
L Update hosts platcfg utility.

file Note: If the NetBackup entry in the /etc/hosts file is an alias and you do not
want to delete the host, select Delete Alias instead of Delete Host.
The rest of the steps remain the same.

1. As admusr, execute the sudo su - platcfg command to launch the platcfg
utility.

Select Network Configuration.
Select Modify Hosts File.

Select Edit.

Select Delete Host.

Select the host entry for NetBackup.

Select Yes to confirm deletion.

© N o gk~ w0 N

Exit out of the platcfg utility.

29. Target Server: | No unexpected alarms should display and no missing package files should
] Verify server exist.

health [admusr@<target server> ~]$ sudo /usr/TKLC/plat/bin/alarmMgr -
alarmStatus
[admusr@<target server> ~]$ sudo rpm -Va

Appendix N. Increase the PMAC NetBackup Filesystem Size

This procedure increases the PMAC NetBackup file system to accommodate upgrading to NetBackup 7.7
or greater. Currently, the recommended filesystem size for NetBackup 7.7 is 5GB. This filesystem is
mounted to a logical volume maintained on the TVOE host.

Prerequisites:

e There is a volume defined on the TVOE host called <pmac guest name> netback.img and set to
2GB.

e There is a filesystem on the PMAC guest at /dev/<device name> mounted to /usr/openv' and
sized to 2GB.

e The NetBackup filesystem on the PMAC must be type ext2/3/4.

e This procedure assumes there is an entry in the /etc/fstab file for the mounted /usr/openv filesystem.

Notes:

e The <device name> used can differ from /dev/vdd. This can be determined by issuing the df -h
command on the PMAC before starting this procedure and searching for the /usr/openv NetBackup
filesystem. Once NetBackup has been enabled and configured on a PMAC, there should be a
softlink defined, called /dev/netbackup, which points to the actual device. Usually this points to
/dev/vdd. If that is available then all references to /dev/vdd can be replaced with /dev/netbackup
and the user does not have to know what actual device is used for the filesystem. The procedure
below assumes this to be true.
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e The commands listed below require root access to execute them. sudo is used to elevate the user
permissions to be able to execute the commands. Any command that is not prefixed with sudo does
not require elevation to execute.

e All commands are executed from a PMAC shell or from a TVOE shell.

e Performing this procedure increases the size of the NetBackup filesystem to 5GB. You can use this
procedure to increase the NetBackup volume to any size that can be accommodated by the TVOE
host. 5GB is the required size for NetBackup 7.7.

e Each step in this procedure begins by identifying the target server on which the command is to be
executed. In this procedure, commands are executed on either the TVOE host or the PMAC.

Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure Results
1. TVOE Host: Connect to the management server's TVOE host shell and log into the PMAC
] Login shell as admusr using ssh.
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Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure Results
2. TVOE Host: Verify the existing TVOE NetBackup volume is set to 2GB.
[] | Verifyexisting | 9. Display the logical volume sizes.
volume

[admusr@<tvoe host> ~]$ /usr/bin/sudo /sbin/lvs
LV VG Attr LSize
<pmac_guest>.img vgguests -wi-ao---- 50.00g
<pmac_guest> images.img vgguests -wi-ao---- 20.00g
<pmac_guest> logs.img vgguests -wi-ao---- 10.00g
<pmac_guest> netbackup.img vgguests -wi-ao---- 2.00g
plat root vgroot -wi-ao---- 768.00m
plat swap vgroot -wi-ao-—--- 2.00g
plat tmp vgroot -wi-ao---- 1.00g
plat usr vgroot -wi-ao-—--- 3.00g
plat var vgroot -wi-ao---- 1.00g
Display the logical volume details.
[admusr@<tvoe host> ~]$ /usr/bin/sudo /sbin/lvdisplay
/dev/vgguests/<pmac_guest> netbackup.img
--- Logical volume ---
LV Path /dev/vgguests/<pmac_guest> netbackup.img
LV Name <pmac_ guest> netbackup.img
VG Name vgguests
LV UUID CWelNl-1n6r-22Tv-5B0p-Xj4F-44dM-SyGUwp
LV Write Access read/write
LV Creation host, time <tvoe host>, 2016-11-14 10:00:54 -0500
LV Status available
# open 1
LV Size 2.00 GiB
Current LE 64
Segments 1
Allocation inherit
Read ahead sectors auto
- currently set to 4096
Block device 253:19

3. PMAC: Verify | Verify the NetBackup filesystem is set to 2GB.

[] filesystem [admusr@<pmac_guest> ~]$ /bin/df -h /usr/openv

Filesystem Size Used Avail Use% Mounted on

/dev/vdd 2.0G 69M 2.3G 1% /usr/openv
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Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure Results
4, TVOE Host: Resize the NetBackup volume from 2GB to 5GB.
[} Resize volume [admusr@<tvoe host> ~]$ usr/bin/sudo /sbin/lvextend --size 5G
/dev/vgguests/<pmac guest> netbackup.img
Size of logical volume vgguests/<pmac_guest> netbackup.img
changed from 2.00 GiB (64 extents) to 5.00 GiB (160 extents).
Logical volume <pmac guest> netbackup.img successfully resized
5. TVOE Host: Verify the size of the volume has increased to 5GB.
[] | Verifyincrease | 10. Display the logical volume sizes.

[admusr@<tvoe host> ~]$ /usr/bin/sudo /sbin/lvs

Lv VG Attr LSize
<pmac_guest>.img vgguests -wi-ao---- 50.00g
<pmac_guest> images.img vgguests -wi-ao---- 20.00g
<pmac guest> logs.img vgguests -wi-ao---- 10.00g
<pmac_guest> netbackup.img vgguests -wi-ao---- 5.00g
plat root vgroot -wi-ao---- 768.00m
plat swap vgroot -wi-ao---- 2.00g
plat tmp vgroot -wi-ao-—--- 1.00g
plat usr vgroot -wi-ao---- 3.00g
plat var vgroot -wi-ao-—--- 1.00g

11. Display the logical volume details.

[admusr@<tvoe host> ~]$ /usr/bin/sudo /sbin/lvdisplay
/dev/vgguests/<pmac_guest> netbackup.img

--- Logical volume ---

LV Path /dev/vgguests/<pmac_guest> netbackup.img
LV Name <pmac_guest> netbackup.img
VG Name vgguests
LV UUID CWelNl-1n6r-22Tv-5B0p-Xj4F-44dM-SyGUwp
LV Write Access read/write
LV Creation host, time <tvoe host>, 2016-11-14 10:00:54 -0500
LV Status available
# open 1
LV Size 5.00 GiB
Current LE 64
Segments 1
Allocation inherit
Read ahead sectors auto
- currently set to 4096
Block device 253:19
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Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure Results

6. PMAC: Verify | Verify the space on the PMAC NetBackup filesystem has not changed.
[] filesystem [admusr@<pmac_guest> ~]$ /bin/df -h /usr/openv

Filesystem Size Used Avail Use% Mounted on

/dev/vdd 2.0G 69M 2.3G 1% /usr/openv
7. TVOE Host: 1. Ensure the PMAC is made aware of the volume size increase.
[ Verity PMAC is 2. ldentify the PMAC guest using the virsh command.
aware of
volume size [admusr@<tvoe host> ~]$ /usr/bin/sudo /usr/bin/virsh list --all
increase Id Name State

86 <pmac guest> running

Shut down the PMAC guest.

[admusr@<tvoe host> ~]$ /usr/bin/sudo /usr/bin/virsh shutdown
<pmac_guest>

Domain <pmac_ guest> is being shutdown

3. Wait for the PMAC shutdown to complete. If the State is running, repeat
the command until it indicates the State is shut off.

[admusr@<tvoe host> ~]$ /usr/bin/sudo /usr/bin/virsh list --all

Id Name State

86 <pmac_guest> shut off

4. Once shutdown is complete, restart the PMAC.

[admusr@<tvoe host> ~]1$ /usr/bin/sudo /usr/bin/virsh start
<pmac_ guest>

Domain <pmac_guest> started

5. Verify the PMAC has completed the restart. This can be checked by
executing the command sudo virsh console <pmac_guest> and
checking for the PMAC guest login prompt.

Once the escape character is displayed, press Enter once more to reach
the login prompt.

Afterwards, press Ctrl-] to exit the PMAC login prompt and return to the
TVOE host prompt.

[admusr@<tvoe host> ~]$ /usr/bin/sudo /usr/bin/virsh console
<pmac_guest>

Connected to domain <tvoe host>
Escape character is "]
Oracle Linux Server release 6.8

Kernel 2.6.32-642.6.1.el6prerel7.3.0.0.0 88.30.0.x86 64 on an
%86 64

Page | 404 E91175-01




Platform 6.5 Configuration Guide

Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure Results
8. PMAC: Verify | Verify the volume size increase is 5GB as seen from the PMAC.
[} volume size [admusr@<pmac_guest> ~]$ /usr/bin/sudo admusr /sbin/fdisk -1
/dev/netbackup
Disk /dev/netbackup: 5368 MB, 5368709120 bytes
16 heads, 63 sectors/track, 10402 cylinders
Units = cylinders of 1008 * 512 = 516096 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/0 size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000
9. PMAC: Resize | Resize the PMAC NetBackup filesystem to 5GB.
[] | filesystem 1. Verify the filesystem is still mounted by issuing the mount command and

looking for /dev/vdd mounted on /usr/openv.
[admusr@<pmac_guest> ~]$ /bin/mount
/dev/mapper/vgroot-plat root on / type extd (rw)
proc on /proc type proc (rw)
sysfs on /sys type sysfs (rw)
devpts on /dev/pts type devpts (rw,gid=5,mode=620)
tmpfs on /dev/shm type tmpfs (rw)
/dev/vdal on /boot type extd (rw)
/dev/mapper/vgroot-plat tmp on /tmp type extd (rw)
/dev/mapper/vgroot-plat usr on /usr type extd (rw)
/dev/mapper/vgroot-plat var on /var type extd (rw)
/dev/mapper/vgroot-plat var tklc on /var/TKLC type ext4d (rw)
/dev/mapper/vgroot-smac_root on /usr/TKLC/smac type ext4d (rw)
/dev/mapper/vgroot-smac_var on /var/TKLC/smac type ext4d (rw)

/dev/mapper/vgroot-smac_backup on /var/TKLC/smac/backup type
extd (rw)

/dev/mapper/vgroot-smac_isoimages on
/var/TKLC/smac/image/isoimages type extd (rw)

/var/TKLC/smac/image/core on /var/TKLC/core type none (rw,bind)
/dev/vdb on /var/TKLC/smac/logs type ext3 (rw)

/dev/vdc on /var/TKLC/smac/image/repository type ext3 (rw)

none on /proc/sys/fs/binfmt misc type binfmt misc (rw)

sunrpc on /var/lib/nfs/rpc_pipefs type rpc pipefs (rw)

nfsd on /proc/fs/nfsd type nfsd (rw)

/dev/vdd on /usr/openv type ext3 (rw)

2. Unmount the NetBackup filesystem. The umount command can be
verified by issuing the mount command again. The /usr/openv filesystem
should not be displayed as in the previous command.
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Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure

Results

Note: There umount command does not generate output upon success.

[admusr@<pmac_guest> ~]$ /usr/bin/sudo /bin/umount /usr/openv

3. Execute the e2fsck command to make sure the NetBackup filesystem is
clean.

[admusr@<pmac guest> ~]$ /usr/bin/sudo /sbin/e2fsck
/dev/netbackup

e2fsck 1.43-WIP (20-Jun-2013)
/dev/netbackup: clean, 11/327680 files, 37999/1310720 blocks

4. Execute the resize2fs command to resize the filesystem and map it to the
5GB size of the disk volume on the TVOE host. If the size attribute is not
included in the command, the NetBackup filesystem resizes to the total
free space on the TVOE host volume. This should be 5GB since there
should not be any other filesystems mounted to this volume. If the
resize2fs command returns an indication that the e2fsck command must
be executed on the NetBackup filesystem, then re-execute that command.

[admusr@<pmac_guest> ~]$ /usr/bin/sudo /usr/bin/resize2fs
/dev/netbackup

resize2fs 1.43-WIP (20-Jun-2013)

Resizing the filesystem on /dev/netbackup to 1310720 (4k)
blocks.

The filesystem on /dev/netbackup is now 1310720 blocks long.

5. Re-mount the /usr/openv NetBackup filesystem with the mount -a
command.

[admusr@<pmac guest> ~]$ mount -a

Note: This command can only be used if the existing entry to mount the
filesystem is contained in the /etc/fstab file (which is expected).

6. Verify the new size of the NetBackup filesystem. Issue the mount
command to verify the filesystem is correctly mounted. Issue the /bin/df -
h /usr/openv command to show the NetBackup filesystem using 5GB
instead of 2GB.

[admusr@<pmac_guest> ~]$ /bin/mount
/dev/mapper/vgroot-plat root on / type extd (rw)
proc on /proc type proc (rw)

sysfs on /sys type sysfs (rw)

devpts on /dev/pts type devpts (rw,gid=5,mode=620)
tmpfs on /dev/shm type tmpfs (rw)

/dev/vdal on /boot type extd (rw)
/dev/mapper/vgroot-plat tmp on /tmp type ext4d (rw)
/dev/mapper/vgroot-plat usr on /usr type ext4d (rw)
/dev/mapper/vgroot-plat var on /var type ext4d (rw)
/dev/mapper/vgroot-plat var tklc on /var/TKLC type ext4d (rw)

/dev/mapper/vgroot-smac_root on /usr/TKLC/smac type extd (rw)
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Procedure 122.Increase the PMAC NetBackup Files System Size

Step | Procedure

Results

/dev/mapper/vgroot-smac_var on /var/TKLC/smac type extd (rw)

/dev/mapper/vgroot-smac_backup on /var/TKLC/smac/backup type
extd (rw)

/dev/mapper/vgroot-smac_isoimages on
/var/TKLC/smac/image/isoimages type extd (rw)

/var/TKLC/smac/image/core on /var/TKLC/core type none (rw,bind)
/dev/vdb on /var/TKLC/smac/logs type ext3 (rw)

/dev/vdc on /var/TKLC/smac/image/repository type ext3 (rw)

none on /proc/sys/fs/binfmt misc type binfmt misc (rw)

sunrpc on /var/lib/nfs/rpc pipefs type rpc pipefs (rw)

nfsd on /proc/fs/nfsd type nfsd (rw)

/dev/vdd on /usr/openv type ext3 (rw)

The second command in this sub-step shows the NetBackup filesystem using
5GB instead of 2GB.

[admusr@<pmac guest> ~]$ /bin/df -h /usr/openv
Filesystem Size Used Avail Use% Mounted on
/dev/vdd 5.0G 69M 4.3G 1% /usr/openv

7. Change the directory to the /usr/openv directory and verify any files
contained on the original 2GB NetBackup filesystem are still available on
the new 5GB NetBackup filesystem.

[admusr@<pmac guest> ~]$ /bin/ls -1 /usr/openv

java lost+found pack regid.1992-12.com.symantec netbackup-
7.6.0.1 1.swidtag share var

lib msg pack.7.6.0.1 regid.1992-12.com.symantec netbackup-
7.7.1.0 1.swidtag swidtag.xml

logs netbackup pdde resources tmp
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Appendix O. My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs.
A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html. When calling,
make the selections in the sequence shown below on the Support telephone menu:

1. Select 2 for New Service Request.

2. Select 3 for Hardware, Networking, and Solaris Operating System Support.

3. Select one of the following options:
For technical issues such as creating a new Service Request (SR), select 1.
For non-technical issues such as registration or assistance with MOS, select 2.

You are connected to a live agent who can assist you with MOS registration and opening a support ticket.
MOS is available 24 hours a day, 7 days a week, and 365 days a year.

In the event of a critical service situation, emergency response is offered by the Customer Access
Support CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects service,
traffic, or maintenance capabilities, and requires immediate corrective action. Critical situations affect
service and/or system operation resulting in one or several of these situations:

o Atotal system failure that results in loss of all transaction processing capability

e Significant reduction in system capacity or traffic handling capability

e Loss of the system’s ability to perform automatic system reconfiguration

e |nability to restart a processor or the system

e Corruption of system databases that requires service affecting corrective actions

e Loss of access for maintenance or recovery operations

e Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance capabilities may be
defined as critical by prior discussion and agreement with Oracle.
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